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Introduction

Introduction

Arista NetVisor UNUM™ Unified Management, Automation, and Analytics Platform Software is an
application portal originally developed by Pluribus Networks.

Arista NetVisor UNUM is an agile, multi-functional web management portal that enhances the intrinsic
automation of the Unified Cloud Fabric architecture. It combines an elastic big data database and intelligent
analytics engine with an intuitive and consistent user interface that allows seamless navigation across fully
integrated management and analysis modules.

Arista NetVisor UNUM liberates network operators from the complexity of provisioning and operating a
complex network, or groups of networks, by automating the complete network life cycle from
implementation to operation and optimization, enabling intent-based network operations with vastly
reduced deployment times.

Arista NetVisor UNUM - Unified Automation, Management and Analytics

Deploy, Manage, Visualize Multiple Sites from ONE Pane of Glass
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Arista UNUM Management Platform
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Introduction (cont'd)

Arista NetVisor UNUM enables the network administrator to extract analytical value from the telemetry
data reported by the network switches powered by the NetVisor OS network operating system.

Once datais collected, Arista NetVisor UNUM relies upon a modern search engine database infrastructure
to store, aggregate, filter, correlate and visualize vast amounts of data in real-time as well as with a powerful
time machine functionality.

The Arista NetVisor UNUM portal provides a collection of feature-rich applications that manages and
orchestrates the gathering and presentation of network analytics using various types of collectors and
reporting software.

The UNUM applications rely primarily on features of the NetVisor OS, such as vFLOWSs, mirrors, and
connections statistics, and can also provide analytics in a non-Arista environment.

At a high-level, Arista NetVisor UNUM supports the following deployment scenarios:

e NetVisor OS as a mirror switch; an out-of-band switch is configured as a mirror in either an existing
Arista-switched network or a non-Arista-switched network.

e NetVisor OS as aninband switch; stats are pulled directly from configured switches such as
connections, vports, ports, tunnels and, vflow-stats.

e Collectors gather network analytics and feed data into the Arista NetVisor UNUM analytics store(s):
» The Collector uses the VREST API to gather the analytics data from NetVisor OS.
Arista NetVisor UNUM manages the following applications:

e Common Infrastructure - a centralized portal launches other applications, provides authentication to
the corporate directory (using LDAP), and provides configuration of standard settings.

e Insight Analytics - this application provides reporting and Search capabilities on data collected from
Arista NetVisor UNUM collectors.

e Switch Analytics - Switch Analytics contains a feature-rich set of management tools providing Traffic
Monitoring and Notification services with exceptional drill-down capabilities.

e Fabric Manager - Fabric Manager contains a feature-rich set of management tools providing
configuration tools for Layer 1, Layer 2, and Layer 3 services as well as Security, Monitoring, Analytical,
and Service features.
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Glossary

Glossary of Arista NetVisor UNUM and Arista NetVisor OS Terms

To review the Glossary of Arista NetVisor UNUM and Arista NetVisor OS Terms, please refer to tothe HTML
document.

6 NetVisor UNUM High Capacity User Guide: 2022.6.3.2


https://techdocassets.pluribusnetworks.com/UNUM/unum_high_capacity_user_guide_v632/Glossary.html

Specifications

Specifications Arista NetVisor UNUM High Capacity Appliance

Customers without an ESXi infrastructure or limited compute resources can purchase a Plunbus Networks tested and validated, tumkey appliance with
UNUM pre-installed. Simply rack, stack, and power on. UNUM is ready to go.

UMUM High Capacity Appliance®
CPU 32 wCPU (16-core) per server
Memery 256 GB per server
Local S350 1920 GBper server
Shared NF5 55D 960 GB required for HA
VMWare ESXi Hypervisor 6.7, 7.0
Client Requirements Google Chrome (Version 44+)

Mozilla Firefox (Version 39+)

MIC Dual 10G Base-T NIC
High Availability (HA) Yes
Rack Dimensions 1ru Base/Medium, 2ru High Capacity

The High Capacity appliance |s four dedicated nodes of the listed specifications.

UNUM High Capacity Appliance Specifications

Software Requirements & Specifications

Specifications provided are operational requirements to use UNUM virtual machines. Values do not include ESXi resource requirements.

wCPU [cores) RAM Storage
UNUM Base Capacity VM * &vCPU (4-core) 4GB 480GB 550
SCPU (4-core) 54GB 480GB SSD
UNUM Medium Capacity VM* SVCPU (4-core) 4GB 960 GB SSD
BCPU (4-core) F4GB 960 GB 55D
UNUM High Capacity VM Cluster Spedial Special Special
Special Special Special

TUMUM Archiver requires the Archiver license and a shared NF5 550 storage bo store daily analytics snapshats,

1The High Capacity VM cluster runs on four servers. Direct software download for existing senvers is not supported, dedicated hardware needs to be purchased. See the Hardware Requirements and
Specificalions table.

* Custormers wishing to use UNUB Archiver will requine resources for a second WM (provided with the license).

Al UNUM virtieal machines requine E5% 6.7

UNUM Virtual Machines - Software Requirement & Specifications
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Specifications (cont'd)

Arista NetVisor UNUM Fabric Manager Scalability Matrix

UNUM Baze Capacity UNUM Medium Capacity UNUM High Capacity VM
VM/Appliance VM/Appliance Cluster/Appliance
Maximum Netvisor One Switches 55 55 140
Maximum Adaptive Cloud Fabrics* 10 10 10
Maximum Netvisor ONE Switches per Fabric* 32 32 128 |=afs per super fabric®
Syslog Records Up to T Days Up to 30 Days Up to 60 Days
Port Stats 28 512 T68 1536
Tunnel Statg 287 56 164 TER
vFlows Stats*** 2560 3520 T040

! Records storage Is a rolling first-in first-cut window of both flow (meFlow] and sadtch analytics records.

? Numbers prowided are Wt:uluc; of active staks captured. To g:t a per swifch value of active stats captured, divide the value prosided by the total numbser of switches I:-elng m.lnng\cd by UINUM. For
eanmiple, if the UNUM Base Capacity VM iz managing 24 switches tokal, then 512 [ 24 =21 port stats per switch [rounding down).

' Local|switch) wFlows. Divide by number of switches to get fabric |evel wWlows, for example in an B-node fabric, 2560 divided by 8 would be 320 fabric wide wlows.

* Mamirmum faberic size of 32 switches is a Netvisor ONE limitation but i listed here for convenience. UNUM supports a numiber of fabrics and switches, up to the maximum amount of either switches or fabrics.
For example; one fabric of 32 nodes, bwo fabrics of 24 and 26 nodes, three fabrics of 12, 18, and 20 nodes or five fabrics of 11 nodes sach for the UNUM Base Capacity virtual machine.

% Super Fabric can manage up to four pods, wp to 128 leafs and up to 12 spines. Without super fabric any combination of k=afs and spines are supportesd up to 140 total, 33 nodes medmum per fabric.
*Number of simultaneous stats collected every ten seconds.

" A Tunnel is a virtual conneclion between two fabric end paints.

UNUM Fabric Manager Scalability

Arista NetVisor UNUM Insight Analytics Scalability Matrix

UNUM Base Capacity UNUM Medium Capacity UNUM High Capacity VM
VM/Appliance VM/Appliance Cluster/Appliance
1A Maximum Records Stored '+ 100 million 500 million 2 billion
1A Analytics Records, Maximum days 1= Up to 30 Days Up to 30 Days Up to 30 Days *
IA Peak Ingestion Rate * 1000 flows/sec 1000 flows /sec 10,000 flowssec

! Records shorage i & rolling first-in first-oul window of both Aow (nFlow) and switich snalytics records.

:'nglerrn retention of reconds, up bo the value sated [100M, 500M, ZB]. Varistions based on netwark bralfic can oecur,

" Ingestion rabe will afect the number of days of records are stored. This can vary based an Fabric sire and traffic patierns,

* Busy environmenis generating more than 1000 flows per second impact the number of days records are stored. W sustsined 10,000 flows per second occur, the maximum days of records stored will be reduced to

approximakely one week, This environment can be mitigated wsing the UINUM Archiver license and external 550 storage.

Mote: All UNUM fabrics are required to hase & minimwm of one switch with 16 GB of RAM to act as a comemunication node. Two 16 GB switches will be required if seed switch redundancy is implemented.

UNUM Insight Analytics Scalability
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Specifications (cont'd)

Arista NetVisor UNUM 6.3.2 Licensing

Ordering Information

Pluribus UNUM software is available in three flavors: a BASE virtual machine, a medium capacity virtual machine, and a high-capacity option which can
be ordered on an appliance or installed on four Dell RX740 servers. Refer to the Hardware Requirements and Scalability tables for more information on
the different UNLIM options. See the ordering information below for Pluribus UNUM, Insight Analytics, server appliances, and add-on reports/alerts.
Support is ordered separately, and subscription options are available.

Pluribus UNUM Software is available in three options.

*  LUNUM-LIC — Pluribus UNUM BASE license.
UNUM-MC-LIC — Pluribus medium-capacity license,
UNUM-HC-LIC — Pluribus high-capacity license. Requires either the appliance option below or four Dell RX740 servers ordered directly from Dell,
as well as professional services for deployment.

Insight Analytics Module License is optionally licensed in addition to the Pluribus UNUM software,

* |A-MOD-LIC — Pluribus Insight Analytics module BASE license. Supports up to 100 million flows.
[4-MC-MOD-LIC — Pluribus Insight Analytics Medium-Capacity (MC) module license. Supports up to 500 million flows.
IA-HC-MOD-LIC — Pluribus Insight Analytics High-Capacity (HC) madule license, Supports up to 2 billion flows. Cannot be deployed on existing
customer hardware — HC server appliance or four Dell RX740 are required.

¢ |A-SC-MOD-LIC — Introductory, low-cost license for Insight Analytics that will enable the storage of 1 million flows.

UNUM Appliance Hardware

& AP-HC-HW — UMUM high capacity hardware server appliance. Hardware only (software licenses are required) - add to order when a high-capacity
appliance is needed. Requires professional services deployment.

Other Optional, add-on UNUM Licenses

UNUM-RPRT-LIC — Pluribus UNUM add-on reporting license,

*  UNUM-ALRT-LIC — Pluribus UNUM add-on e-rmail alert license.

= LNUM-ARCHIVER-LIC — Archive daily snapshots capturing Insight & Switch Analytics meta data to an NFS repository (network folder) for long term
storage. Includes a second UNUM “viewer” virtual machine so that archived data can be loaded and analyzed.

UNUM Licensing Information

For more information about the Hardware and Specifications and Scalability please refer to the Arista
NetVisor UNUM Platform Data Sheet.
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Physical Installation

Physical Installation

Please refer to “Server Installation” section in the Users Manual (MNL-1662). Follow the “Manuals” link at
the following location:

https://www.supermicro.com/products/system/2U/2028/SYS-2028TP-HTTR.cfm

Please review and follow all Warnings! outlined in the above documentation.
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Hardware Overview

High Capacity Appliance Hardware Overview

The 2RU Arista NetVisor UNUM High Capacity Appliance is a unique server system. With four system
boards incorporated into a single chassis acting as four separate server nodes.

Server Nodes

Each of the four server boards act as a separate server node in the system.

As independent server nodes, each may be powered off and on without affecting the others.

In addition, each server node is a hot-swappable unit that may be removed from the rear of the chassis.

The server nodes are connected to the server back-plane by means of an adapter card.

Note: A guide pinis located between the upper and lower server nodes on the inner chassis wall. This
guide pin also acts as a “stop” when a server node is fully installed. If too much force is used when
inserting a server node this pin may break off. Take care to slowly slide a server node in until you hear the
“click” of the locking tab seating itself.

Each Server node consists of:

Processors

Dual Intel® Xeon® E5-26x series processors.

Memory

Sixteen DIMM slots supporting 256 GB of ECC RDIMM (Registered DIMM) memory.
Serial ATA

A Serial ATA controller is integrated to provide dual 1.2 TB SSD Drives.

Warning: The SATA drives are physically hot-swappable units, however doing so during regular operation
results in loss of data in the Arista NetVisor UNUM High Capacity Appliance.

Recommended Procedure: Under normal operation, power down the server node and data redistribute
across the nodes, and then the SATA drives can be safely removed without data loss.
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Hardware Overview (cont'd)

Onboard Controllers/Ports

An Intel Gigabit (100/1000/10000 Mb/s) Ethernet dual-channel controller is included. Using an AOC Card
not a supported configuration.

I/0 ports include a VGA (monitor) port, two USB 3.0 ports, an IPMI dedicated LAN port and two Ethernet
ports, EthO and Ethl. EthO is used for Management, Ethl is used for internal server node to server node
communications.

Ethl must be isolated from the public network.
Other Features

Other onboard features that promote system health include onboard voltage monitors, auto-switching
voltage regulators, chassis and CPU overheat sensors, server node manager software and BIOS rescue.

Intel® Xeon® E5-2600
v4iv3 up to 145W

16 DIMM Siots DDR4

.......
T

PCI-E 3.0 x16 Slot
Dedicated IPMI

LAN Port fx{}g Card
(Not Supported)
2 USB Ports
2 RJ45 10GbE LAN Ports VGA Port
(1Gb or 10Gb

Server Nodes
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Hardware Overview (cont'd)

Server Chassis Features
The following is a general outline of the main features of the appliance chassis.

System Power

Each chassis model includes redundant, hot-plug high-efficiency 80-plus Platinum certified power supplies,
rated at 2000 Watts. In the unlikely event your power supply fails, replacement is simple and can be
accomplished without tools. An amber light will be illuminated on the power supply when the power is off.
Anilluminated green light indicates that the power supply is operating.

Cooling System

The chassis contains four system fans, which are powered from the back-plane.
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Hardware Overview (cont'd)

Mounting Rails

The Arista NetVisor UNUM High Capacity Appliance includes a set of quick-release rails, and can be placed
in arack for secure storage and use. To setup your rack, follow the step-by-step instructions included in the
SMCI manual.

4 System Fans

Redundant 2000W
Platinum Level Power Supplies

Hot-swap DP Nodes

Server Chassis Features
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System Interface

High Capacity Appliance Interface

There are several LEDs on the control panel and on the drive carriers to keep you constantly informed of
the overall status of the system.

This chapter explains the meanings of all LED indicators and the appropriate response you may need to
take.

24x 2. 5" Hot-Swap SATA3 Drive Bays
{ 6 per node)

Power Button

E' "
3 1—

Status LEDs

IE UID Button
10
LED Indicators

Control Panel Button

Power

The main power button on each of the four control panels is used to apply or remove power from the power
supply to each of the four server nodes in the chassis.

The power button has a built-in LED which will turn green when the power is on.
Each of the four server nodes are powered on and off individually.
Powering off one server node does not affect the power of the other server nodes.

Turning power off with this button does not remove power from the chassis, hence caution must be used
when servicing.

uID

The UID button is used to turn on or off the blue light function of the LED.
Once the blue light is activated, the unit can be easily located in very large racks and server banks.
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System Interface (cont'd)

Control Panel LEDs

The four control panels are located on the front handle of the chassis.
Each control panel has two additional LEDs.
These LEDs provide you with critical information related to different parts of the system.

This section explains what each LED indicates when illuminated and any corrective action you may need to
take.

Alert

This LED is illuminated when an alert condition occurs:
e Asolidred light indicates an overheat condition in the system

e A flashing red light which flashes in one second intervals indicates a fan failure

e A flashing red light which flashes in four second intervals indicates a power failure

When notified of an alert, check the routing of the cables and make sure all fans are present and operating
normally.

You should also check to make sure that the chassis covers, and air shrouds are installed.

This LED will remain flashing or on as long as the temperature is too high, or a fan does not function
properly.

NIC

Indicates network activity on either LAN1 or LAN2 when flashing.
Drive Carrier LEDs

SATA Drives

Each drive carrier has two LEDs.

e Blue: When illuminated, this blue LED (on the front of the drive carrier) indicates
drive activity. A connection to the back-plane enables this LED to blink on and off
when that drive is being accessed

e Red: TheredLED toindicate a hard drive failure.
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Network Connections

High Capacity Appliance Network Interface

After installation of the Arista NetVisor UNUM High Capacity Appliance, network activity must be setup as
follows (please refer to the figure below for proper connections):

1. For proper operation the Arista NetVisor UNUM High Capacity Appliance requires a separate 1G or 10G
switch for connectivity between ethl on all Server nodes.

2. Connect your Management Network to EthO (1G or 10G) on Server node A. By default, Server node A
(Host) is configured for DHCP. To set a static IP, see Appendix A.

3. ltisrequired to connect Ethl into anisolated 1G or 10G switch. Server nodes will communicate via Ethl,
with the following IP Addresses:

a 172.16.250.150 - 172.16.250.162

4. Pluginredundant power connections with the provided cables ONLY and power up.
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Network Connections (cont'd)

High Capacity Appliance Network Interface (cont'd)

o pa
o ="

2 O

= Configure Server Node B Management Interface
Dedicated IPMI LAN Port Mgmt:ethD when using High Availability (HA)

Server Node D . Server Node B

Server Node C
Server Node A

2 USB Ports

PCI-E 3.0 x16 Slot
2 RJ45 10GbE LAN Ports

FEvARER Regundant 2000W

Network Connections
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Network Connections (cont'd)

High Capacity Appliance Network Interface (cont'd)

NOTE: Ethl connections are not configured on a VLAN, please contact Arista Technical support if one of
the following must occur:

e More than one Arista NetVisor UNUM High Capacity Appliance plugged into the same switch (by
default, all appliances come with the same pre-configured Ethl IP addresses), and each Appliance
isolated in a separate and dedicated VLAN.

e You want to change the default Ethl IP Addresses of: 172.16.250.150 - 172.16.250.162.

5. Connect VGA console and IPMI as desired. IPMI default configuration is DHCP.
6. USB connections are not advised.

7. The Arista NetVisor UNUM High Capacity Appliance, comes with the Arista NetVisor UNUM software
pre-installed.

8. Upon boot up, by default Arista NetVisor UNUM will use DHCP to obtain a Management / ethO IP
address. If a Static IP is desired, see Appendix B.

9. Itis highly recommended that the default root password of your Server nodes be changed from test123.

NOTE: It is required that all Server nodes have the same root password.

To change the root password of your Server nodes, you can do the following:
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Network Connections (cont'd)

Log onto each Server node as root using the ESXi web client (or vSphere client if you have access):

VMware ESXi

Welcome

Getting Started For Administrators

If you need to access this host remotely, use the following program
to install vSphere Chient software. After running the installer, start
the client and log In bo this host.

viphere Remote Command Line
The Remote Command Ling allows you Lo
use command line tools to mansge vSphere

+ Download wSphere Client for Windows from & cleend maschane, These tools can be
T—T— wsed in ghell 2oripls 00 sutomate day-to-Cay
operations
To streamling your IT operations with vSphere, use the following « Downioad the Virtual Applance
program to install vCenter. vCenter will help you consolidate and + Dowrdoad the Windows [nstaller {exe]

optimize workload distribution across ESX hosts, reduce new system « Dowriload the Linux [nstaller (tar.gz)
deployment time from weeks to seconds, Monitor your virtual

computing environment around the clock, avold service disruptions

due to planned hardware maintenance or unexpected failure, Lise your web browser to find and download

files. (for example, virtual machine and
centralize access control, and automate system administration i Sviond
N—— wirtual disk fles).

Web-Based Datastore Browser

* Browse datastores in this hest's inventory

« Download VMware vCenter
For Developers

If you need more help, please refer to our documantation library:
vEphere Web Services SDK
Learn about our latest SDKs, Toolkits, and
APls for managing VMware ESX, ESXi, and
ViMware vCenter. Get sample code,
reference documentalion, participale in our
Forum DipOutsions, and view our latest
Sessions and Webinars

« yvSphere Documentation

&= Learn mone about the Web Services SOK

» Browse objects managed by this host

VMware Welcome Screen

20 NetVisor UNUM High Capacity User Guide: 2022.6.3.2



Network Connections (cont'd)

Select “Change Password”

VITIWAre ESXi

() Get wCarter Server | T CreamFegsw v [ Sutdown [ Aeboot | (P Retesn ) Actions. F'H-l-mr:-«

Mlamage & Caent gatings
Woritce tocalhest lecaldamain r T R
wergar .00 [kl 0TS g Legon

FREE: 90538

= - il WEShifea m Siwin Hiormal o conmocied sy Yoanor Servar] -
& Uptrer 48 s LEED 20467 OB CAPCTTY 254 B0 GB

* [ mastee
rom. = STORUCE FREE 154 T8
" - LSED) 41808 CaPwoTY 218 TH
uh n
{4 Matwarking 4 - Haware - Configurmion

VMware Change Password Dashboard
Enter New Password:

& Change password

New passwurd Ty

New password again

Change password || Cancel |

VMware Change Password
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Network Connections (cont'd)

IMPORTANT: Repeat for each Server node, root passwords must be the same on each.

10. The Primary Server Node A, runs the Arista NetVisor UNUM Web Interface.

You can find the IP of your Arista NetVisor UNUM Primary VM via the ESXi web client (or vSphere client if
you have access), log in with the your newly set root password:

. feB0::20c:29fffed1:13e8

. fe80::8410:2cfi-ie93: 5604
8. 172.17.01
10, 10.110.0.200
11. feB0::20c:29iffed 1:13de
12. feB80::6cea201f-fe59:3392

“T7 Navigator | s VCFC-2.3.0-jenkins-st-4611
* [ Host .
" & Console W Shutdown §§ Suspend I Restat | /* Edit settings | & Refres
anage
T VCFC-2.3.0-jenkins-st-4611
Guest 08 Uburtu Linux (64-bit)
« 5 Virtual Machines Compatibility ESXi 5.1 and later (VM version 9)
1: 2 3.0-jenkins-st-4...
- _ 5 CPUs 8
Monitor Memory 64 GB
Mora VMs.... w Host name vef-coanter
B Storage
Q Networking = General Information
| |
r ﬁ Metworking
Host name vicl-canter
IF addressas 1.172.18.01
2. Ted0:42:56M. 1e84.65a1
3. feB0::dB880.edif.fed2:af70
4. fe80::20c: 291 -fed1:1312
5. fe80::0861 421 -fabl:cb2d
6. 172.16.251.1
7
B

Arista NetVisor UNUM Primary VM

In the above example, you will see the IP from your DHCP server, in this case it is “10.x.x.x", but the actual
IP will depend on your DHCP configurations.

11. Once you obtain the IP of your Arista NetVisor UNUM, use a Chrome browser to connect for the best
experience.
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Network Connections (cont'd)

12. Please refer to the Arista NetVisor UNUM Installation & User’s Guide for SW configuration and current
Release Notes for configuration and operating instructions:

a. These documents can be found at: https://www.pluribusnetworks.com/get-started/unum

Log in to Pluribus Networks Cloud

Don't have an account?

Pluribus Networks Cloud Login Screen

NOTE: All content of the Installation & User’s Guide is applicable to both the Arista NetVisor UNUM
Standalone VM as well as the Arista NetVisor UNUM High Capacity Appliance unless otherwise noted.
There is no need to download the OVA software as it comes pre-installed on the High-Capacity
Appliance.

The software upgrade procedure is the same for both the Standalone VM/Appliance and the High Capacity
Appliance.

If supported between two compatible versions, upgrade software can also be obtained from:
https://www.pluribusnetworks.com/get-started/unum
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High Availability

Configuring UNUM to use VMware vSphere High Availability (HA)

Note: Appropriate VMware licensing required when using vSphere HA. VMware vSphere Enterprise
licensing recommended.

To fully utilize high availability for your UNUM instance, the general configuration process is as follows:

Create a DataCenter on the VMware vCenter, if a datacenter does not currently exist.
Create a VMWare Cluster.

Create a shared Datastore.

Migrate the primary UNUM instance.

Configure HA on the cluster.

Validate the configuration in VMware and UNUM Database Health.

More detailed instructions are listed below in the Configure High Availability section.

The following series of illustrations are examples of a fully configured UNUM HA instance and using UNUM
to monitor cluster health.
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High Availability (cont'd)

Summary

ESXi Server Node A - configured on IP address 10.110.0.207.

ESXi Server Node B - configured on IP Address 10.110.0.208.

PN-Unum-main - UNUM application instance running on Node A and fails over to Node B as necessary.
PN-Unum-data-2 - UNUM datanode residing on local datastore on Node A.

PN-Unum-data-3 - UNUM datastore residing on local datastore on Node B.

vSphere Client

0 [ | 10.N10.0.208  acmions -

£ W0.M0.2.62 Summary Monitor Configure Permissions Wikds Datastores Metworks Updates

B UnUM-DataCenterd

- Hy e rEar Viiware ESXI, 6.7.0, MI20388 1
J DN-Chuster ]
e SYS-2028TP-HT TR
D N0.0.207 Drocessor Type ntel(d) Xean(®) OPU ES-2620 vd @ 2 100GH2 - 2
N0 208 | B ogicsl Processon: 33
"5 PHUnum-data-2 HIC 4 __ e
5 PH-Urum-data-3 riual Machines 2 .
Slate ConneCbad
[® Pi-Lirmm-main -
plima 27 days J
sl
Hardware Configuration
Tags i Related Objects
Axsigned Tag Cmegory Duscription Cluster 7 or-Cluster
Update Manager
st Batelire Compliant (never chiscioad)
Compliance
Mo Rem dmpi
Precheck Aemediaton status unkrosn
Axsign
g Remadiation State (never chacked
CHECK COMPLIANCE PRE-CHECK BEREDIATION

Custom Atnbutes

Artribute Walue

Recent Tasks Alarms

Fully Configured High Availability UNUM Instance
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High Availability (cont'd)

DN Cluster ESXi Hosts

e ESXiServer Node A - configured on IP address 10.110.0.207
e ESXiServer Node B - configured on IP Address 10.110.0.208

vSphere Client

O 2 ] : [ DN-Cluster  acrions -

[ 10.110.2.62 Surmmary Monitor Configure PEIMISSIonS Hoss Wis

H UNLUM-DataCenterd

|

L1020
w0.m.0z08
C# PM-Linum-data-2
Hama * Srane Fimtus
"= PhN-Unum-daka-3
WN00.207 Conmecied Mo
& PH-Linum-main
W0N00.208 Connecied T

Fully Configured High Availability UNUM Instance - Hosts

Datastores Nenworks Updates
T
Cluibid Consumad CPU % =
[ OM-Cluster
[ DM-Chuster ¥ |
[ Expon 2 mevms
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High Availability (cont'd)

DN Cluster Virtual Machines

e PN-Unum-main - UNUM application instance running on Node A and fails over to Node B as necessary.
e PN-Unum-data-2 - UNUM datanode residing on local datastore on Node A.
e PN-Unum-data-3 - UNUM datastore residing on local datastore on Node B.

vaphera Client

d r | [ DN-Cluster  acrmions
W02 62 Summairy Monitor Configure PErmissions Hosts Whis Datastores Metworks Updates
UNLIM-DataCentera
W00 207
W00 308 T
[ PN-Unum-dala-2
Marwer Srane Shatus Prowisioned Space Used Space Host CPLU soat Mar
¢ PH-Urum-dats-3
s PR-Uinum-dats- 2 Poeveresd On Karmal Bb4 09 GH G&a.0r9 3l £52 MHz M09 &
"B PR Unums-main
[ PH-LUnS-0a1-3 Porassded O MarEial &64 09 GR 65408 G 188 MHZ 36,27 G
® PH-Uinum-main Poravered O Manmal B0 GB HITGE 135 GHI 4264 G

o

Fully Configured High Availability UNUM Instance - Virtual Machines
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High Availability (cont'd)

UNUM Instance

The PN-Unum-main shown currently running on ESXi instance 10.110.0.208 and in vSphere HA protection
mode (High Availability).

Should this instance go down or offline the UNUM application switches over to run on ESXi instance
10.110.0.207.

v wSphare Chent

- » PM-Unum-main ¥ % ACTIONS =

Summany ubiera ol e TTIESHN S, D=0 PR Tk pdates
b LAty A 51 el e [V v J Ll 5 —
: ) 05 GHz

1.28 GB

Mamory ] ea 30 Gl marnory acliv
Hard dak |

T—— pepT— _—- Ao AR
Mmtwors mospher 1 A w—
Mmtwors mcspher 1 ¥ P ree—
COMDVD drive |

Ve Carg 1wl

W] dion

Ot e

Compatibity X 1 4 et (WM

Aecer Tasks

Fully Configured High Availability UNUM Instance - vSphere HA Protection Mode
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High Availability (cont'd)

Datastores

e Datastore-HC - shared instance used by UNUM HA and VMware Heartbeat.
e Datastore2-HC - shared instance used for VMware Heartbeat.

vSphere Client

B 2 ] ; 0 DN-Cluster = acmons =

10.110.2. 62 SuMimary Maonilod Canfigure Pefrrtiions Hosts Whig Datasiores MNatliwoiks Updates

L UNLA-DataCentesr ]

{ DN-Cluster m Datastore Chesters

W0.M0.0.207
010,00, 308 T
"¢ PM-Liniifm-dats-2
Haerss | Saaius Trps Paiastore C Capacny Fres
B PH-Unum-data-3
Cutasioe e HE Forma HNFS 3 175 TR 141 TH
B Ph=Linum-main
aiasiee e ?-H M WFS 3 191 TH 191 TH
G Expoit

Fully Configured High Availability UNUM Instance - Redundant Datastores
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High Availability (cont'd)

UNUM Database Health
In UNUM, Settings — Database — Health.
e 172.16.250.150 represents the health of the UNUM primary instance.

e 172.16.250.151 - .156 represent the health of the UNUM datanodes. The datanodes for Nodes A & B
appear in the vCenter dashboard and all datanodes appear in the UNUM Database Health.

Dazhboards = Manager - Aahiiscs = Alerts/Reports = ‘ 'B\'U'-.Hm odmin = H
Settngs  Server Certificotes  Auth Server  License  Monage Users  Archever  Progects  AuditLogs Dotoboss Health nstoll X-Pock License
Clusters / vcf-es-cluster] # Elasticsearch Ml 10seconds € O Lastl howr ¥

Owverview Indices Modes

Nodes: Indices: Memaory: SGB / Total Shards: Unassigned Shards: Documents: Data: Uptirme: an Version: Health: @
7 17 196GB 106 o 587,776 IBIMBE howr 5.4.1 Graan
Nodes Fier hode: 7of7

Mame |§ LS CPU Usage Load Aserage M Memary Disk Fres Space Shards

* 17216250130 g oniine 0%t 1.481™%m 3%Jiin: 493.1GBl™iim 0
£172.16.250.151 ®onine 0.67 %lj.tsﬂu:?_-:f O.D?lug?:-::l 2 %li-t'.r.:.'- 493.5 GBls.gJ ;%::3-'.1: 18

17L16.250.151:9300

S 216250052 eonine 0.67 % 1w 0.091%0m 3%Jiin: 493.7GBleuisin: 18

172.16.250,152:9300

217210250153 eonne  0.67 %13t 0741 2%l 493.5GBl@i 18

17 16.250.153:9300

17216250154 gonine 0.33 % }°3m 0.071°%m 2%l 4937 GBlouam 18

173.16.250.154:9300

=17216250155 eonine Q%3 0.05)°%m 1%l 493.7GBlUuSm 17

1FE62500155:9300

T LeB013 eonine 094N ol"an 2%l 493.7 GBl=isin 17

172 16.250.1%6:9300

Fully Configured High Availability UNUM Instance - Database Health
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High Availability (cont'd)

Configure High Availability (HA)
To configure HA refer to the following steps. The general process involves:

Creating a DataCenter on the VMware vCenter, if a datacenter does not currently exit.
Creating a VMWare Cluster.

Creating an NFS datastore.

Migrating the primary UNUM instance.

Configuring HA on the cluster.

Validating the configuration and Database Health.

ouswNE
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High Availability (cont'd)

Create Data Center on vCenter

If a datacenter does not exit you must create a new datacenter.

Right-click on the vSphere instance and select New Datacenter.

vm vSphere Client Menu

5] g ¢

N ﬂ -ID_J-!n oy gy
Actions - 10.110.2.62
> [ =

Mew Datacenter...
] New Folder
Export System Logs...
G Assign License...
Tags & Custom Attributes »
Add Permission...
Alarms -

Update Manager >

7 10.110.2.62 ACTIONS ~

5u.. M... Con... Perm... Data...

Virtual Machines: 3
Hosts: 2

Custom Attributes

Attribute Value

Mo

Edit...

UNUM HA - Add New Datacenter
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High Availability (cont'd)

Enter the name for the new datacenter.

New Datacenter X
Mame UNMUM-Datacenter2
Location: 7 10.110.2.62

UNUM HA - Add New Name

Click OK to continue.

The new datacenter appears in the dashboard.

wvm  vSphere Client

- B 3 10.10.2.62 = AcTions -

"__,_- 10102 B2 Su. M Cion Parm Data HOss & Wh Data Met Linked v esmher Exte Up
F UNLUSA-DataCanier
Wirtual Machanes: 3

HOSs F '
[ |
=1 1 i
[ |

UNUM HA - New Datacenter Dashboard
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High Availability (cont'd)

Create VMware Cluster

Create a VMware cluster under the new datacenter by selecting the datacenter. Right-click and select New
Cluster.

v [H10110.2.62 Summary Monitor Configure
> UNUM-DataCente
Actions - UNUM-DataCenter2 Hosts: 2
E Virtual Machines: 3
t] Add Host... . Clusters: 1
- . Metworks: 2
'@ New Cluster... Datastores: &
MNew Folder >
Distributed Switch >
Eﬂ New Virtual Machine...
Attributes
t:i Deploy OVF Template...
B Value
Storage L
Edit Default WM Compatibility...
g2 Migrate WMs to Another Network...
Move To...
Rename...
Tags & Custom Attributes L
Add Permission...
Manager
Alarms >
% Delete I Baseline &) Complian
ance
Update Manager >
Precheck () Remedial

UNUM HA - Create Cluster
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High Availability (cont'd)

Enter a name for the new cluster.

New Cluster UNUM-DataCenter2 <
Name DN-Cluster]
Location UNUM-DataCenter2
() vSphere DRS »
G:l vSphere HA (]

vSAN C‘.

These services will have default settings - these can be changed later in the

Cluster Quickstart workflow.

UNUM HA - New Cluster Name

Click OK to continue. The new cluster appears in the dashboard.

vm vSphere Client Menu

8 9 UNUM-DataCenter2 = actions ~
“ [H10.110.2.62 summary Monitor Configure Permissions
v UNUM-DataCenter2
> [[] DN-Cluster Hosts: |
Wirtual Machines:
Clusters: 1
Metworks: 2
Datastores:

UNUM HA - New Cluster in Dashboard
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High Availability (cont'd)

Add Primary Hosts

Power off the deployed VMs before processing.
Highlight the new cluster and right-click and select Add Hosts.
“ [J10.110.2.62 summary N

s UNMUM-DataCenter2
> DM-Clust

Actions - DN-Cluster

+] Add Hosts...

Eﬂ Mew Virtual Machine...

N

13 Deploy OVF Template...

Related Obje:

+

Storage 2 Datacent:
Host Profiles [
Edit Default VM Compatibility... Cluster Const

G Assign License...

Settings Custom Adttrik

Move To... Attribute

Rename...

Tags & Custom Attributes >

Add Permission...

Alarms *
¥ Delete

Edit...
Update Manager >

vSAM | Update Mana

UNUM HA - Add Hosts
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High Availability (cont'd)

Add Primary Hosts (ESXi servers) only, ESXi servers A & B.

Enter the IP Address, username and password for each node.

Add hosts Add new and existing hosts to your cluster
1 Add hosts New hosts (2) Existing hasts (O from
Lise the same credentials for all hosts
2 Host summary
101000207 oot ——
3 Ready to complet
) e 1000208 root -

FameH m

UNUM HA - Add Hosts Details

Click Next to continue.

Review the Host Summary.

Add hosts Host summary

1 Add hosts
Hostmama / 1P Address ¥ ESXK Warslon T Mosdel

2 Host summa
b W.N0.0.207 &6.7.0 Supermicra SYS-202ETP-HTTR

3 Ready to complate i W.N0.0.208 6.7.0 Supermicro 5Y5-202ETP-HTTR

CAMNCEL | BACK MEXT

Click Next to continue and review the entries.
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High Availability (cont'd)

Add hosts

1 Add hosts
2 Host summary

3 Ready to complete

Review and finish *

@ Hosts will enter maintenance mode belore they are mowved ta the cluster. You I"I'lll;ll""1 need to either power ofl ar
migrate powered on and suspended virtual machines

2 miw hosts will be connected to wCanter Senser and mowed to this cluster
W0N0.0207
10.110.0.208

CANCEL | BACK FINISH

UNUM HA - Add Hosts Finish

Click Finish to add the new hosts.

The hosts appear in the dashboard.

vSphere Client

g @ !
(3 0.m0.2.62

B UMUM-DataCenterd
°) DM-Chuster
WLN0.0.207

W0N00 208

| 10.1]0_020’? ACTIONS =

Summary Monitor Configure Permissions Wiz Datastores Networks Updates
Hypervisar dware ESXI, 6.7.0, 15160118 .
e SYS-202ETR-HTTR ]
st 430 WA -

Processor Type MelR] Xean(R) CPU E5-2620 wi & 2 10GH:

£ 3 T Fraa: 314 52 G8
o al Procasinrs |? -

— HICE 4 —— -
Wirlual Machines
State -
Lipitirne = -
=y

UNUM HA - Hosts Dashboard
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High Availability (cont'd)

Add NFS

Configure the VMWare Cluster to use the shared datastore.
The example below shows how to configure for NFS,the shared medium we have chosen:

Create a new NFS datastore under Cluster - Storage - New Datastore.

New Datastore

1Type Type

elect NF5 version Specify datastore type.

VMFS

N T —— Create a VMFS datastore on a disk/LUN

O NFs

Create an NFS datastore on an NFS share over the network,

Vol

Create a Virtual Volumes datastore on a storage container connected to a storage

provider,

CANCEL NEXT

UNUM HA - Create Datastore
Click on Next.
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High Availability (cont'd)

Enter NFS type and details.

New Datastore

¥ 1Type Select NFS version
3 Name and configuration
4 Host accessibility O NFs3
5 Ready to complete MFS 3 allows the datastore to be accessed by ESX/ESXi hosts of version earlier than
6.0
MNFS 4.1

MFS 4.1 provides multipathing for servers and supports the Kerberos authentication

protocol

CANCEL BACK ‘ NEXT

UNUM HA - Create Datastore NFS Type

Click on Next.
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High Availability (cont'd)

Enter the details, including Name, Folder and Server.

New Datastore

v 1Type Mame and configuration

+ 2 Select NFS version Specify name and conflguration,
3 Name and configuration
4 Host accessibility (@) If you plan to configure an existing datastore on new hosts in the datacenter, oo
5 Ready to complete it is recommended to use the "Mount to additional hosts" action from the

datastore instead.

NFS Share Details

Datastore name: Datastore-HC
Folder fmnt/nfs_3.58/

E.g: Mvols/vold/datastore-001
Server: 10.110.3.50]

E.g: nas, nas.it.com or 192.168.0.1

Access Mode
Maount NFS as read-only

CANCEL BACK MEXT

UNUM HA - Enter Datastore Details

Click on Next.
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High Availability (cont'd)

Select all hosts in the cluster.

New Datastore

v 1Type Host accessibility

v 2 Select NFS version Select the hosts that reguire access to the datastore.

v 3 Name and configuration

of - N
4 Host accessibility o Host Cluster

5 Ready to complete L 1omo.0207 [ on-cruster

[] 1omo.0.208 [T DN-Cluster

2 items

CANCEL l BACK MNEXT

UNUM HA - Select Host Accessibility

Click Next to continue.

42 NetVisor UNUM High Capacity User Guide: 2022.6.3.2



High Availability (cont'd)

Review all details and click Finish to complete the datastore configuration.

New Datastore

« 1Type Ready to complete
+ 2 Select NFS version Review your settings selections before finishing the wizard,

+ 3 Mame and configuration

+ 4 Host accessibility General
T —— MName: Datastore-HC
Type: MFS 3
MFS settings
Server: 10.110.2.50
Folder: Jmnt/nfs_3 58/
Access Mode: Read-write

Hosts that will have access to this datastore
Hosts: [] 10mo.0.207
[l 10om0.0.208

CANCEL BACK | m
UNUM HA - Complete New Datastore

Note: Repeat the New Datastore process and create a second datastore for redundancy. For example,
Datastore2-HC.
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High Availability (cont'd)

Migrate Primary UNUM Instance

You must migrate PN-Unum-main instance to the clustered datastore.

vaphere Clant

B F.
1 0102 82
H UHLA-DataCanierd
L DM-Cluster

0. .0.207
W0.%.0.208

CF PM-LUinum-data-2

" PM-Unum-Sata- 2

" PR-Linum-main

Recent Tasks

Surnmary

Devica on

5 PMN-Unum-main

Monitor

cPu

Memory

Hard disk 1

Hetwork sdapter 1

Metwork adapter 3

Mebwork sdapter 3

COYDVD deres 1

Vidwo cand

VMO device

thee wirtual

Oithenr

Compatipdity

naschine PCl bus thal prow

¥‘ -

Configure Parmissions Dat

ESXi 51
Mot rur
Mo irf

n.ma.ozoa

Aurtouster {connected)
WM Matwork (Connectod)

Jisconnected

4 MB

communication intsrace

Additipnal Hardwarns

ESXI 5.1 and later (WM varsicon 5

Jountu Linux {54-b
ard lafer (W wersion

N, WErSion

ACTIONS =

Agtores BTWETKS Updates

Q Rz

O

10304 (Guest Managed

19.6 GB

LIMLUIM vE&20

P020-2031 Plunbus Metworks.

to boonse agreament

Edit Notes

Custom Attributes

AltrEraie alu
Edit
vEphere HA
Falure Hespomue
Haos Tallure Restar Vids

UNUM HA - Dashboard - Ready for Migration
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High Availability (cont'd)

Power Off the PN-Unum-main VM instance before proceeding.

vm  vSphere Clent

r : : & PN-Unum-main b ¥ P ACTIONS ~
CA 1010263 Summary Monitos Configure Permissions Datastores Nabworks Lipdates
LA U -DataCenterd
Py - ' Gued OF LAearvtu LN (Gal-in) F
o ster
e Compatibdity: ES3i 5.1 and later (Vi version 9 [:l 0 Hz
W0.10.0.307 = i
Widware Tools: Mot unning, verson 10304 (Guest Manasged)
B > a8 -
¥0.180.0. 208 veeared O More info BAEMOEY
"% PM-Unumm-data-2 DME Mama - OB
% PH-Unum-gata-3 P Aresses Fi
& PN-Unummain — o s 19.6 GB

Launch Remole Console i 15 S

UNUM HA - Dashboard - Power Off PN-Unum-main

Right-click on the PN-Unum-main instance and select Migrate.

vm vSphere Client Menu

2 9 & PN-Unum-main

~ [J10110.2.62
v [ UNUM-DataC

summary Monitor Co
EEI Actions - PN-Unum-main

31
v [[]l DN-Cluster Power > .
i
1m0l giestos > v
|j 10.110.0. Powered Off
(% PN-Unur Snppshots g Dl
[ PN-Unut [ Open Remote Console =
- H
Efl PM-Uniur i
5 Migrate... Launch Remote Console J
Clone L
Fault Tolerance ] VM Hardware
WM Paolicies » CPU 8
Template > Memory |:
Compatibilit »
P ¥ Hard disk 1 &

UNUM HA - Dashboard - Migrate
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High Availability (cont'd)

Select Migration Type

Choose Change Storage Only and click Next to continue.

PN-Unum-main - Migrate

1 Select a migration type Select a migration type

VM origin @
2 Select storage Change the virtual machines' compute resource, storage, or both,

3 Ready to complete
Change compute resource only
Migrate the wirtual machines to anocther host or cluster.
0 cChange storage only
Migrate the wirtual machines' storage to a compatible datastore or datastore cluster.
Change both compute resource and storage

Migrate the virtual machines to a specific host or cluster and thelr storage to a specific datastore or datastore

cluster

S

UNUM HA - Migrate - Change Storage Only
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High Availability (cont'd)

Select the Datastore for the migration.

PN-Unum-main - Migrate

+" 15elect a migration type Select storage

2 Select storage Select the destination storage for the virtual machine migration.

3 Ready to complate

Sebect virtual disk format:

VM Storage Policy:
Hnme
| Datastore-HC
| Datastore2-HC
| datastorat

| datastore222

Compatibility

Capacity
3757TB
ANTB
108 TE

109 TB

Thin Prowvision

WM origin @

Configura per disk f)'

Keep existing VM storage policies o
Provisioned Free Type Cluster
995.01 GB 3NTe NFS w3
4 BB MB inTa MFS w3
GETA5 GB 442868 VMFS 8
4.45 GH 1.09 TB VMFS 5

" Compaltibility checks succeeded.

UNUM HA - Migrate - Select Storage for Migration

Click Next to continue.

CANCEL BACK m
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High Availability (cont'd)

Ready To Complete

PN-Unum-main - Migrate

+" 15elact a migration type Ready to complete VM origin
v 2 Select storage Verily that the information is correct and click Finish 1o start the migration.

3 Ready to complete

Migration Typs Change storage. Leave VM on the original compute resource
‘Wirtual Machine PM-=Uriam-rmain

Storage Datastore-HC

Disk Format Thin Prowvision

CANCEL BACK FINISH

UNUM HA - Migrate - Ready To Complete Migration

Click Finish to begin the migration.
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High Availability (cont'd)

Progress is monitored in the dashboard.

vSphere Client

a o = 4 0 PN-Unum-main b ¥ 5 L ACTIONS ~
Cd WM0.262 Summary Monitor Configure Permissions Datastones Matwors Updates
LN UMM DataCenlerd
Oaimst OF Lt i G- ¥

L] DN-Cluster
4 1W0N00I07
i 10N0.0.208
[ PH-Urum-dats-2

[ PH-Urum-data-3

Powered Off

|'_":' PR LIrmirm-rmiain

Campatiblity

ESX 5.1 s Later (WM vergan 9)

(W
o
E

Vidware Took: Mot running, version 10304 (Gues! Managed)
Mioag il MEMOR -

DMS Mame wnum B op

P ACIaSsEE 2 e

Host 10.0.0.207

e
o v
Q ¢
o
G
m

Launch Remote Console 6 “

W Hardware
CPU
Memory
Hard disk 1
Metwork adapter 1
%, Network adapter 2

Network adapter 3

COVDVE driva 1
Video card
Recent Tasks Alarms
Tk M Target
Relocabe virtual rasching Pr-Linum-main
Poveer ONF wirtual mat = Pe-Unum-main

A -

MOlEs

LINLIM w6 3.0
Copyright (B9 2030-2021 Pluribus Nabeorks

Use subject 1o

BCPUs

i CENSE spreement
B4 GB, 0GB memory scthe g

Edit Hotes
BO0 8

WM Network (disconnected) Custom Attributes

Astribute Walue

AutaCiuster (disconneched)
WM Hetwork (desconnected)
Disconneciad

4 MR

Status

Complesai

UNUM HA - Migrate - Migration in Progress
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High Availability (cont'd)

After the migration completes, Power On the PN-Unum-main instance.

waphere Clant

| F. & PM-Unum-main ¥ 5

110,110,262 SuMmmary Monitar Canfigure Permilssions

H UNLM-DatwCanigrd

Gumst OS5 Jorunf

[ DN-Cluster
Compatiblity: ESXi 5.1

sc Mot run

10.150.0.207 ) )
I3 Wibware To

vmware

W0.m0.0.308

MACere infio : MEM
{
CF PM-LUinuim-data-2 A . Cl B
B Ph-Uinun-data-3 STORA F
-~ 0.190.0.208
5 PH-Linum-main - Launch Web Consoha B 19.6 GB
aunch Remote Console Jﬁ, Y
VM Hardware toles
cPy B O LUNUM vE& 32 0
o ) Copyright (8] 202C
Memory T T T —— Use sublject to Boense sgreement
Edit Maotes

Hard disk 1 600 GA

Metwork sdapter 1 WM Metwork ! Custom Attributes

Hetwork adegher 2 Aub e ey Attrendn Valus

Metwork sdapter 3 WM Network (connected)

COVDVD: dere 1 Hsconnected

Video card 4 ME

WMC device

L
Davice on the virlual machine PCI bus that provides suppon
Edit
for the virbua hine communication interface
Oither Additional Hardware vEphers HA
Compatitdity 5301 5.1 and later (VM version Palors Rwsponis
Feast fai Restart Vs

Recent Tasks

J Linun (54 -be
ardd lafiesr

Mg, WS o

Datastores

5

ACTIONS »

MNaTWOrks

Updates

(VM wersin 9

O Hz

0

10304 (Guest Managed

UNUM HA - Migrate - PN-Unum-main Powered On
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High Availability (cont'd)

Configure HA on VMWare Cluster

Setup HA on VMware Cluster (if not previously configured).

Click on Configure - vSphere Availability - Edit.

71 DN-Cluster  AcTiONS v

Summary Monitor Configure Permissions Hosts VMs Datastores Metworks Updates

v services vSphere HA is Turned OFF SDIT...

vSphere DRS
viphere Availability

Runtime information for vSphere HA is reported under vSphere HA Monitoring

Proactive HA is not available

To enable Proactive HA you must also enable DRS on the cluster.

+ Configuration

Quickstart
General Failure conditions and responses
Licensing Fallure Response Detalls
WMware EVC Restart Wis using VM restart
Host fallure «' Restart VMs
WM/Host Groups priority ordering.
VM/Host Rules Proactive HA @ Disabled Proactive HA Is not enabled.
WM Overrides ° WMs on |solated hosts will remaln
Host Options Host Isolation Disabled powered on.
Host Profile Datastore protection for All Paths
VO Filters Datastore with Permanent Devic., O Disatied Down and Permanent Device Lass
¥ More is disabled,
Alarm Definitions
Scheduled Tasks
* VSAM
Admission Control Expand for details
Services
Datastore for Heartbeating Expand for details
Advanced Options Expand for advanced oplions

UNUM HA - Configure vSphere HA
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High Availability (cont'd)

Select vSphere HA to On.
Edit Cluster Settings  DN-Cluster X
_4—'_'_'-'_'-'__--'-'_'-'_'_
vSphere HA ‘:) -
Failures and responses Admission Control Heartbeat Datastores Advanced Options

You can configure how vSphere HA responds to the failure conditions on this cluster. The following failure conditions are

supported: host, host isolation, VM component protection (datastore with PDL and APD), WM and application.

Enable Host Monitoring I @D

Host Failure Response Restart WMs j

Response for Host Isolation [ Disabled j

Datastore with PDL [ Disabled LJ

Datastore with APD | Disabled =
WM Maonitering | Disabled j

UNUM HA - Configure vSphere HA On
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High Availability (cont'd)

Disable the Admission Control setting.

Edit Cluster Settings  DN-Cluster X

vSphere HA ‘:)

Failures and responses Admission Control Heartbeat Datastores Advanced Options

Admission control is a policy used by vSphere HA to ensure failover capacity within a cluster. Raising the number of potential

host failures will increase the availability constraints and capacity reserved.

Define host failover capacity by Disabled j

ey

UNUM HA - Configure vSphere Admission Control - Disabled
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High Availability (cont'd)

Select Heartbeat Datastores.

Edit Cluster Settings = DN-Cluster
vSphere HA ‘j

Failures and responses Admission Control Heartbeat Datastores Advanced Options

vSphere HA uses datastores to monitor hosts and virtual machines when the HA network has falled. vCenter Server selects 2

datastores for each host using the policy and datastore preferences specified below.

Heartbeat datastore selection policy:

Automatically select datastores accessible from the hosts
Use datastores only from the specified list

O uUse datastores from the specified list and complement automatically if needed

Available heartbeat datastores

Mama Datastore Cluster
|=| Datastore-HC MIA
= Datastore2-HC M/A

UNUM HA - Configure vSphere Heartbeat Datastores

Click on OK.

Hosts Mounting Datastore .|
2
2
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High Availability (cont'd)

HA Configuration Validation

The Recent Tasks pane shows that HA configures successfully on the hosts and when HA is configured on

the VMware cluster.

Recent Tasks Bl gr e
Task Kama - Targut
specification
Configuring vSphers

WN00207
A
Configuring vSphere

WNMLO20E
H#y,

Configuring vSphere

1000 0T
H&
Configuring ¥Sphere

Hitk

Skatus S - Initiibes = DCusiid For ~  Samit Tians .
P

09r2a/2030, 4-48:05
PM™
OLr24/2030, 4-48:05
M

| 53% System 4 s
[ ] G2 Syswm 3 ms
UNUM HA - Configuration Validation

022472020, 4:48:05

» Completed Sysiem 4 ms

PN

08/24/20220, 4:48:05
" Completed System 3 ms

Pt

The VM on Shared Storage shows HA protected.

Camplotion Tirs

P

/2472020, 4:48:55
P
092472020, 4:48:55
2

S
N2 62
Luh el

W02 64

W0NM0.2.62
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High Availability (cont'd)

vm  wSphare Chant

- % PMN-Unum-main ¥ % AETIONS =

02 62 Summany el t orfgare AR TTIES: H Danastored M Tworks Poates
FiLid-D st antar
. mst A
L o [ Y
ar - 05 GHz
| [Gusst M
FOB - s
] - .
C sr-dlat . " 8 GB
f e y Ak
= Vet @ 3 0 A
L P -Sa avr o &6 1 76
= — t 208 2.17 GB

S Harrane dotes
P -
whged 0N G- J0d v
[y | &4 o, 12 Gl ramary aces
i
Haed gk 1
MEATE BspnEr 1 Vi Pt e VG AR
Metwors sdapher 7 At e s AT Eads Wil
Metwors sdapher 1 Ui Rtk e
COWDVD deriwe 1
Vi Card i
W] device Lo the wrtual mactens PO b
£
Other
Compatitdly W81 e bt O v
¥ e
- " E o
F 1]
iy " '
.. @ Cicsbicd
Tary & @ Comanic
il Conasiess
Assigried Tag Catngary Do ripmas
it F LL

Recer Tasks

UNUM HA - Configuration Validation - vSphere HA Protection Enabled
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High Availability (cont'd)

High Availability Validation after Fail-over

In the following example, the UNUM instance runs on one of the instances in the cluster. This instance is HA
protected.

vSphera Client

| I | J DN-Cluster | acmions~
_—
0022 Surmmary Monitor Configure  Permissions  Hosts WS Datastores  Metworks Updates

LINLUIM:-Datalenterd

Ll DM-Chustes
0N 207

0L N0.0.208

Todal ProcRssors
1

otal vhohian Migrabons: O

s PM-Urnim-data-2

[ PM-Urum-data-3

gk - - - —
|

UNUM HA - Configuration Validation - Example - Cluster Good

[“p PH-Urum-main

Respective instance (10.110.0.208) then becomes unresponsive or is rebooted.

vm v5phere Client

| P | 4 ® 1010.0.208 @ acmons -

[ ¥0.10.2.62 Summary Monitor Configure Permissions s Datastores MNetworks Lipdates
LE UNUIM-DataCenter?
- e e Wikbware ESX], 6.7 WMIZ0THE
| DM-Cluster L - - B .
i che SYS-202BTP-HTTR
1000207 Processcr Type:  Intek{) Yeon(H) OPU ES-2620 vd @ 2106Hz
& 101100208 (Mot responding i 3 ogical Processars: 32 bderrory
5 P:Urum-data-2 - HICE A o
= Pr-Urum-data-3 (disconnected) irtisal Machines
2 State Mot resporing
I® Pi-Lirmm-main .
i L] |
-

Host connection and power stale Acknowiedge Reset To Green

1} wEphers M host Satus Acknowledge Redel To Green

Cannol synchronize host 10.10.0.308

UNUM HA - Configuration Validation - Example - Cluster Instance Failed or Rebooted
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High Availability (cont'd)

You can confirm the UNUM instance restarts on the second host (10.110.0.207), Host B, in the same VMWare

Cluster.

¥m v5phere Client

g [ 1 & PN-Unum-data-2 LI

3 10.110.2 62 Surmmary MCHGT Confgure Pefmilssions Datastones MBTWOTES Updates
F UNUSA-Datalanier
Jouniy Linu (54 -0

"-'.r-'-:'. 1'rl~ ty:  ESXi 5.1 and later (VM wersion 3) L 14? MH?

Runring, wersonc 10304 (Guest Managed

 D#-Cluster
0.140.0.207 \ivbaare Tools

==  Z2.0b GB

W0.10.0.208 Mo irifio T}
|
» PH-Uinum-data-2 WS Mame m
¥ PN-Uinum-data-3 " Ad 5 1721825051 ETORA Al
= Wirw all 3 P sddresses
Hirm—— _ B 664.09 GB
LS —
W Hardware e
EPid B OB UNUM vEZ D
Cogyright (8] 2020-203 Pluribus Metworks
Memory 64 GB, 256 GB memory activ ject to loanse ag '
Edit Moibes
Hard disk 1 600 GB
Network sdapter 1 WM Network {connected) 1510 ATTrIDUTE
Atz Vi
Metwork adapter 3 AutoChustes nectad) wa -
Matwork sdapter 3 WM Metwork [Cornected)
COVDVD i 1 Nsoonneciad
Video card 4 MB
VMO device Dervice an the virlual machine PC
L 7. 05 SLpport fio .y
jal i hiree rruniCali Edit
rilerds
whphere HA
Cither Addibonal Hardware

Falurs Respiese

Dlanr e T Lo

UNUM HA - Configuration Validation - Example - Cluster Instance Failed Over
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High Availability (cont'd)

UNUM Database Health - High Availability Validation after Fail-over

In UNUM, Settings — Database — Health monitor the datanode status. In this example the offline datanode
returns to service.

i ; o = J— |
LA ¥ Cobive o hiaign Lidin  Miilwebi Prig Fuilll L Oreeataasi »lealh s W
Chriliry ¢ wlpn-chraler Y ¢ Elndatiireh W 10setesds € DLt hewr ¥
Dverview  Irdices E
Fiacien: [ Mamon- SGE / Toral Sharde Uraamgresd Sharth: Drxumenix Dwta: Uptima: 11 Wernioe: [T
L] o 146GE ne RLELRS +i) [11.] howy 541 Lreen
Nodes 7
*ULIGININ0 somne 1 0617 14.85)77 3%)us 491.9GBlTin: 0
I.:..-‘-.-.:,.e;'_!"_.| & Online 2%1.: - E'.QET E%l s AG91.3 GEJ-. i v 38
WTLI6I015 @ offine N/A N/A N/A N/A N/A
BLZOIS eone 2,67 %179 0.641°4m 2% 4907 GBLvimm 39
W21a3005 somne %03 020" 3%l 4923GBlTimm 38
MITZ16240155 @ aniine 0%1'5%  0181°%= 3wlNT 492.2GBl™:N% 39
- 1156 @ anline 15?%'1 DET 3%l 492 4 GE], 2l 38
b 5 ﬂ L n
Chasters § wilei-thusteds] J BldlCines W oeends € I:‘I.i'\nll'.l\.'\a" *
Owerview indices Modes
Modex ndees emory G0 F Tatal Shardy Unaunigned Shards Dooumen: [ Lpame: H Weruon steaith @
Nodes Tod
*ITLIEIS0IS womine 0,67 % 1 s 959" 4wl 4919GBL 0
WIS gowne 233 %1 0.681°%% 2% )i 491.5GBlTinE 36
WILEELE eowne  Q%)'n O)um 0%lum 00BlMmE 10
WL1620050 somne 0,33 %1703 05414 3% 4907 GBlUinm 37
WIZIG0IH eomne 1933 0.23)70 3%lnw 4923GBlTinE 36
W10 eone 0.67 %10 0,181 3% )u 4922GBl™inz 37
II-'.x'I.-.-'.-L % monine 0,67 %195 0681 2% 492 1GBL° 36

UNUM HA - Configuration Validation - Example - UNUM Datanodes Status
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HA Considerations - Cluster

Cluster / Data Node Health:
@  Green Cluster is fully operational with replicated data.
Yellow Cluster is fully operational data is being replicated.

® Red Cluster is operational data has been lost.

Failure of any one Server Node B, C, or D:

Upon failure or removal of any one Server node B, C, or D, the Arista NetVisor UNUM High Capacity
Appliance will redistribute data such that no data will be lost.

The Cluster will temporarily go to Yellow, then will recover to Green after data is fully redistributed.
Redistribution of data times will vary depending on system / traffic load.
Normal operation can continue; however, the system is operating in a non-redundant configuration.

The failed or removed Server node, must be replaced as soon as possible.

Failure of more than one Server Node B, C, or D:
Upon failure or removal of more than one Server node B, C, or D will likely result in permanent data loss.

Two of the three Server nodes B, C, and D must be operational for the system to collect, manage and store
data properly.

Upon data loss the Cluster status will likely go Red and require replacement of failed or removed Server
nodes until at a minimum, two of the three are replaced.

Failure of Server Node A:

Upon failure or removal of the Primary Server node A, data will not be lost, however data collection and
connectivity to Arista NetVisor UNUM will stop.

The Primary Server node A must be replaced as soon as possible for normal operation to resume.
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Replace a Failed Cluster Server

Data Server Node Replacement

One symptom of a failed Data Server Node is the appearance of offline nodes in the UNUM System Health

dashboard as shown in the example below.

In the example, UNUM displays single ESXi instance with 4 data nodes, all offline.

Q
I Glabal Add
BT
O leafiil
O leaf112
O eaf1ls
O ieaf114
0 leat115
O leaf123
O leaf131
O leaf13z
O leaf134
Ll spimelol
O spineln?

172.16,.248.31

B
172.16.248.32

B
172.16.248.33

172.16.248.34

=
172.16.248.35

172.16.248 36

172.16,248 37

172,16 248 38

Online

[ ]
Online

[ ]
Online

Online

Offline

Offline

Offline

[ ]
Offline

2L

FEET

0op s 0061 12_;%.1
ot 0164 13%T

N/A N/A N/A

N/A N/A N/A

N/A N/A N/A

N/A N/A N/A

n Welcome odmin *

nstall X-Pock

1891951 18
190.7GBL 1
190,9_%_{ .
1895_{3.%_* 17
N/A N/A
N/A N/A

N/A N/A

N/A N/A

In the event of a Cluster Server failure and you have received a replacement Server from Arista Networks

UNUM System Health Dashboard - Cluster

please use the following instructions to rebuild the Cluster.

Note: The replacement Server you receive has VMware ESXi installed. You need to add the Server to the

Cluster using the cluster_menu.sh configuration script.
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Replace a Failed Cluster Server (cont'd)

1. Logininto the Remote Console of a Primary VM instance with your login credential. If you have not
changed the default credentials the username and password is “vcf” and the password is “changeme”.
The UNUM Cluster setup script is named “unum_provision.sh” andis located in the default folder
“/home/vcf/srv/vcf/bin/tools/cluster”.

2. Runthe setup script: . /unum_provision.sh

®@ @ vef@unum: ~/srvfvef/bin/tools/cluster — Pluribus Networks UNUM

cF@unum: § funum_provision.sh_

UNUM Cluster Menu -Setup Script
3. Select Option 2 - Manage Cluster from the deployment menu.

UNUM Deployment Menu
@: Exit
1: Deploy standalone VM
2: Manage cluster

(e-2):_

UNUM Cluster Menu - Manage Cluster
4, Select Option 5 - Node Management - from the setup menu.

UNUM Cluster Menu
Exit
Deploy new cluster
Change ethl IP
Change VLAN of ESXi host
Switch to inband for seed switch communication
: Node Management

(8-5):

UNUM Cluster Menu - Node Management
5. Select Option 2 - Replace Server - from Node Management.

UNUM: Node Management

@: Main Menu
1l: Replace VM
2: Replace server

(8-2):

UNUM Cluster Menu - Node Management - Replace Server
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Replace a Failed Cluster Server (cont'd)

6. Follow the on-screen instructions. Enter the IP address of the VMWare ESXi Primary Node. In the event
of aPrimary Server Node failure you use the IP address of a Data Server Node. However, the
instructions for replacing a Primary Server Node server differ slightly. Refer to Primary Server Node
replacement for more instructions.

UNUM: Mode Management

@: Main Menu

1: Replace VM

2: Replace server
(@-2):2

Enter IP of ESXI server to be replaced: 18.118.8.283

UNUM Cluster Menu - Primary Server Node IP Address

7. Download the applicable Cluster OVA Template from the Pluribus Cloud. The downloaded OVA version
must be the same version as previously installed. Enter the absolute path of the OVA template. Enter
Shift U and then press the Tab key on your keyboard. The downloaded OVA template name will be
displayed. Press Enter to continue. For the VM Port Group Name press Enter and use the default
AutoCluster.

UNUM: Mode Management

@: Main Menu
1: Replace VM
2: Replace server

(8-2):2

Enter IP of ESXI server to be replaced: 10.118.8.283
Enter absolute path of OVA: UNUM-3.1.8-6176.5-cl.ova
Enter VM port group mame [AutoCluster]:

UNUM Cluster Menu - OVA Template Path - VM Port Group Name

8. Provisioning of the replacement Server begins.

63 NetVisor UNUM High Capacity User Guide: 2022.6.3.2



Replace a Failed Cluster Server (cont'd)

UNUM: Node Mamagement

@: Main Menu
1: Replace VM
2: Replace server

(8-2):2

Enter IP of ESXI server to be replaced: 18.118.8.283

Enter absolute path of OVA: UNUM-3.1.8-6176.5-cl.ova

Enter VM port group name [AutoCluster]:

Wed Oct 3 13:15:81 PDT 2818: Invoking provisioning script:. Please wait

JSON:{"nodes": [{"host": "172.16.248.31", "serverId": "18.118.8.282", "service": "data,kafka"}, {"host": "172.16.248.32", "serverId": "10.110.8.2082", "service":
"data"}, {"host": "172.16.248.33", “"serverId": "10.110.0.202", "service": "data"}, {"host": "172.16.248.34", "serverId": "10.110.0.202", "service": "data"}, {"
host": "172.16.248.35", “serverId": "10.110.@.203", “service": "“data,kafka"}, {"host": "172.16.248.36", “serverId": "18.110.0.203", "service": "data"}, {"host":
"172.16.248.37' “"serverId": "10.110.0.283", "service": "data"}, {"host": "172.16.248.38", “serverId": "18.118.8.203", “service": "data"}, {"host": "172.16.248
.39", "serverId": "18.118.8.2084", "service": "data"}, {"host": "172.16.248.40", "serverId": "10.118.8.284", "service": "data"}, {"host": "172.16.248.41", "serve
rId": "1@.110.0.204", "service": "data"}, {"host": "172.16.248.42", “serverId": "18.110.8.2084", "“service": "data"}], "esShards": "&"}

Starting thread with arguments: blade_ip: 18.118.8.283 ds_name: datastorel vm_name: dn—-6 node_no:
Starting thread with arguments: blade_ip: 18.118.8.283 ds_name: datastorel vm_name: dn-7 node_no:
Starting thread with arguments: blade_ip: 12.110.8.283 ds_name: datastorel vm_name: dn-8 node_no:
Starting thread with arguments: blade_ip: 18.110.8.283 ds_name: datastorel vm_name: dn-9 node_no:

UNUM Cluster Menu - Replacement Server Provisioning

When you replace a Data Node Server auto-provisioning starts and details appear as the process continues.

The auto-provisioning process typically begins within 10 minutes and provisions the new Data Node Server.

UNUM: Node Mamagement

@: Main Menu
1: Replace VM
2: Replace server

(e-2):2

Enter IP of ESXI server to be replaced: 18.118.8.2083

Enter abselute path ef OVA: UNUM-3.1.8-6176.5-cl.ova

Enter VM port group name [AutoCluster]:

Wed Oct 3 13:15:81 PDT 2818: Inveking provisiening script. Please wait

JSON:{"nodes": [{"host": "172.16.248.31", "serverId": "1@.110.8.282", "service": "data,kafka"}, {"host": "172.16.248.32", "serverId": "10.110.8.202", "service":
“data"}, {"hest": "172.16.248.33", "serverId": "10.110.0.202", "service": "data"}, {"hest": "172.16.248.34", "serverId": "10.110.0.202", "service": "data"}, {"
hest": "172.16.248.35", “serverId": "10.11@.8.283", “service": "data,kafka"}, {"hest": "172.16.248.36", "“serverId”: "1@.110.8.2083", “service": "data"}, {"host":
"172.16.248.37", “serverId": "10.118.8.283", "service": "data"}, {"host": "172.16.248.38", “serverId": "10.110.0.203", “service": "data"}, {"host": "172.16.248
.39", “serverId": "10.110.0.284", “service": "data"}, {"host": "172.16.24B.40", “serverId”: "18.1108.0.204", "service": "data"}, {"hest": "172.16.248.41", "serve
rId": "1@.110.0.204", “"service": "data"}, {"hest": "172.16.248.42", “serverId": "10.110.8.2084", “service": "data"}], "esShards": "6"}

Starting thread with arguments: blade_ip: 18.110.8.283 ds_name: datastorel vm_name: dn—-6 node_no:
Starting thread with arguments: blade_ip: 18.118.8.283 ds_name: datastorel vm_name: dn-7 node_no:
Starting thread with arguments: blade_ip: 18.118.8. ds_name: datastorel vm_name: dn-B node_no:
Starting thread with arguments: blade_ip: 18.118.8. ds_name: datastorel vm_name: dn-9 node_no:
ethd for dn-6 on ESXi host 10.110.8.203 is 1@. .3.115

ethd for dn-7 on ESXi host 18.110.8.283 is 18. .3.48

ethd for dn-8 on ESXi host 10.110.8.203 is 1@. .3.217

Ping 18.11@8.3.115 detected 8% loss

Ping IP 12.118.3.115 was successful

Logging into 18.118.3.115

eth® IP fer dn-9 on ESXi host 10.110.8.283 is 1@.

Ping to 18.118.3.48 detected 8% loss

Ping te IP 18.118.3.48B was successful

Logging into 18.118.3.48

Ping te 18.118.3.217 detected 8% less

Ping to IP 18.118.3.217 was successful

Legging inte 18.118.3.217

Ping to 18.11@8.3.135 detected 8% loss

Ping te IP 18.118.3.135 was successful

Logging into 18.118.3.135

UNUM Cluster Menu - Replacement Server Provisioning Details

UNUM will restart and NTP details for each new Data Server Node are displayed along with a summary
message indicating Cluster Provisioning passed.

9. Pressany key to continue and you return to the configuration menu. Press O (zero) to exit.

NetVisor UNUM High Capacity User Guide: 2022.6.3.2




Replace a Failed Cluster Server (cont'd)

At any time during the provisioning process you can review the status of the Data Server Nodes in the
UNUM System Health dashboard.

Note: For each Data Server Node there is an an Ethl IP Address entry and you may observe two entries
per IP Address, one Offline and one Online. This is a normal and expected condition and is temporary
until the next automatic data refresh is performed by UNUM as shown in the images below. This should
normally occur with 20 - 25 minutes.

O b f Y Welcome admin = n
o] h Server  Licens Marage User Suadit Log Syatem Health cense
O Global ads 1721624832 ppline 2% 1 N LT L T e 10
_ THE-BE - S
O leaf111 =
P __ e onine 1 %1 04" 11%1 1908681 16
O leaf114
O leat11s =3
DD Thise ous 3%fus 008D 1S%T 1893GBL g
O reata3 1B SRS 93 GB
O I:cﬂ:jl =
S 172162835 oine N/A N/A N/A N/A N/A
[ spine10z
Trsmz o 067%17%m 17T agepum 1903GBT
= L ]
1721624836  offine N/A N/A N/A N/A N/A
=
e ons 166701 1161 g 1947GBT
- )
1721624837 Offline N/A N/A N/A N/A N/A
Y s owt 167 % 0.4_31 2 g in 195.5"(33[ 1
f_?f 1624838 oine N/A N/A N/A N/A N/A
??."- 1624838 mone 0%t 0.541 1%7T..5 196'{.] GBT 2
UNUM Cluster Menu - Replacement Server Offline / Online
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Replace a Failed Cluster Server (cont'd)

Data Server Nodes in the UNUM System Health dashboard. (cont'd)

S e e o ¥ ——n

a Ny ertifints Authesity Auth Sarser LRI Manogs Ukan AufilLogi Syxtem Health
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O mata22 Modes: 13 Indices: 30 Memory 49GB F IT5GE  Total Shards: 142 Unassigned Shands 0 Documarss: S6,8T7,709  Datx 39G6B  Uptima: 16 hours  Varsion: 5.4.1 Headeh: iy Groen
O eaf11d

O maf114 Nodes 1313

O matf115
O mat133
Ottt * 1721624830 g opiine 0%l 042)vm 4%t 189.6GBtaa 0
O eaf122

O et 134

O spineto MITLIEE3T @ oOniine 0%T“m 017} 8T 191.3GBT =t 12

L] =pinetoz
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W1721624042  gomee  0.33%70im 0521 12%JUim 1928 GBtwiam 12

UNUM Cluster Menu - Replacement Server Online
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Replace a Failed Cluster Server (cont'd)

Primary Server Node Replacement

Follow the instructions provided above for Data Server Node replacement, however you will login to an
existing Data Server Node.

Note: When the new Primary Server Node is inserted into the Cluster with already provisioned Data
Server Nodes and their respective IP addresses match, the Cluster will form.

You must run a “Restore Configuration” from the “UNUM_setup.sh” scriptlocated on the new Primary
Server Node in the “/home/vcf” directory to restore previously stored data and configuration. On an
UNUM Primary Server Node data is automatically backed up on a daily basis.

Select Option 8: Advanced Settings - Restore Configuration

Restore Configuration

Select Option 2 to restore your configuration.

Select the desired backup file from the list of Available Backups and follow the on-screen instructions.
Note: UNUM will be restarted during the process.

UNUM: Adwvanced Settings

: Main Menu

: Backup Configuration

: Restore Configuration

: Delete Backup

: Enable|Disable Debug Mode

(8—4):2

Available backups: BACKUP-3.1.@8-SMAPSHOT-201B-RB-23_16:25:22

Enter the backup to restore from []: BACKUP-3.1.@-SNAPSHOT-201B-@B-23_16:25:22
To restore configuratioms, UNUM will be restarted during the process.
Continue? ([¥les or [N]lo) [Yes]:

Option 2 - Advanced Settings Restore Configuration
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Replace a Failed Cluster Server (cont'd)

Primary Server Node Replacement (cont'd)

UNUM: Adwvanced Settings

: Main Menu
Backup Configuration
Restore Configuration
Delete Backup
Enable|Disable Debug Mode

(B—-4):2

Available backups: BACKUP-3.1.0-SMAPSHOT-201B-0B-23_16:25:22

Enter the backup to restore from []: BACKUP-3.1.@-SNAPSHOT-201B-8B-23_16:25:22
To restore configuratioms, UNUM will be restarted during the process.
Continue? ([Y]es or [N]o) [Yes]: Yes

2018-08-23 16:33:29 Preparing to restore, please wait ...

2018-08-23 16:33:49 Downloading files

2018-08B-23 16:34:06 Restoring database from /tmpsfunum_backup/postgres—dump.sgl ...
?818-0B-23 16:34:15 Restore completed successfully.

2018-0B-23 16:34:15 Stopping UNUM 3.1.8-SMNAPSHOT ...

2018-08B-23 16:34:17 Stopping vcf-elastic ...

2018-0B-23 16:34:31 Stopping vcf-collecter ...

2018-90B-23 16:34:33 Stopping vcf-mgr ...

2018-0B-23 16:34:49 Stopping skedler ...

2018-0B-23 16:34:41 Stopping vcf-center ...

2018-0B-23 16:34:42 Stopping vcf-dhcp ...

2@1B-0B-23 16:34:43 Services have been successfully stopped.
2018-0B8-23 16:34:43 Starting UNUM 3.1.@8-5NAPSHOT ...

2018-@B8-23 16:34:44 Starting vcf-elastic ...

2018-08B-23 16:34:44 Starting vcf-collector ...

2018-08B-23 16:34:46 Starting vcf-mgr ...

2018-08B-23 16:34:46 Starting skedler ...

2018-08-23 16:34:47 Starting vcf-center ...

2018-08-23 16:34:48 Starting vcf-dhcp ...

2018-0B-23 16:34:49 Services have been successfTully started.

Press any key to continue ...

Option 2 - Advanced Settings Restore Process

When the Data Server Node (with data node VMs) is inserted into the Cluster with Primary Server Node
and Data Server Node and the IP address matches the previous IP Address the auto provisioning begins and
the Cluster will eventually form.
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Submitting a Service Request

Arista Software Support

For Arista software support, you can purchase optional support contracts from your partner, reseller, or
Arista Networks.

Purchasing a support contract from a local partner is sometimes preferred due to geographical or language
requirements.

Please contract your local partner to better understand the available service programs and pricing.

If you originally purchased an Pluribus FreedomCare maintenance agreement, you can contact Arista
Networks directly for support requirements.
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Appendix A

Static IP Assignment for ESXI Management (ethO) Interface
1. Connect to the ESXi console and Press F2 to log in to DCUL.

2. Inthe System Customization screen, move the cursor down and select Configure Management

Network:
Systen Customization Conf igure Hanagement Hetwork
Conf igure Password Hostnane :
Conf igure Lockdoun Hode localhost

Lonf igure Hanagenent Network IP Address:

Restart Hanagement Hetwork 132.168.19. 123

Test Hanagement Network

Metuork Restore Dptions Hetuork identity acguired frosm DHCP server 192.168.19.254
Conf igure Keyboard IPub Addresses:

Troubleshoot ing Opt ions FeBl: :20c:29FF : Fe9b :BLM4/64

Vieuw System Logs lo view or modify this host s nanagement network settings in

View Support Infornat ion
Reset System Conf iguration

EXSI Management - Configure Management Network

3. Select IP Configuration and press Enter to assign an IP address:

IP Conf iguration

lhis host can obtain network settings auvtomatically if your network
includes a DHCP server. If it does not, the following settings must be

specif ied:

IP Address [ 192.168.19.129 1

Subnet Mask L 255.290.255.8 ]

Default Gateway [ 192.168.19.2 ]

Up/Doun> Select <Space> Mark Selected {Enter> OK <Esc> Cancel
EXSI IP Configuration

4. Select “Set static IP address and network configuration” and press Enter.
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Appendix A (cont'd)

5. Now, you will be back on the Configure Management screen; scroll down to the DNS Configuration
and press Enter to modify the DNS IP settings.

6. You will be presented with the DNS configuration where you need to enter the DNS Server IP
address and hostname. When you have finished entering the details, press Enter.

DNS Conf iguration

IThis host can only obtain DNS settings automatically if it also obtains
its IP configuration avtomatically.

( ) Dbtain DNS server addresses and a hostname automatically
(o) Use the following DNS server addresses and hostname:

Primary DNS Server [ 192.168.19.2 ]
Alternate DNS Server I ]
ostnane [ ESXil.test.local_ ]
{Up/Doun> Select <Space> Mark Selected {Enter> OK <Esc> Cancel
EXSI DNS Configuration

7. Now, you will be back on the Configure Management screen. Scroll down to Custom DNS Suffixes
and press Enter to change DNS suffixes.

8. In Custom DNS Suffixes, modify the suffixes as required, press Enter:

Custom DNS Suff ixes

DNS queries uwill attempt to locate hosts by appending the
suff ixes specified here to short, unqualified names.

Use spaces or commas to separate multiple entries.

Suffixes: [ test.local_

{Enter> 0K <Esc> Cancel

EXSI Custom DNS Suffixes
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Appendix A (cont'd)

9. You need to save the configuration that has been changed, from the Configure Management
Network, press Esc and you will be asked for confirmation on the Configure Management Network

scene:

Conf igure Management Network: Conf irm

You have made changes to the host s management network.
Applying these changes may result in a brief network outage,

disconnect remote management software and atfect running virtval
machines. In case IPv6 has been enabled or disabled this will

restart your host.

Apply changes and restart management network?

<Y> Yes <N> No {Esc> Cancel

EXSI Configure Management Network - Confirm

10. Press Y to confirm the settings; this will save the settings and restart the management network.

11. If you want to make sure that the configuration is correct, from the System Customization screen
you can perform the test management network operation. To proceed with the test, select Test

Management Network and press Enter.

12. The ESXi host will try to ping the DNS servers and the default gateway and resolve the configured
host name:
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Appendix A (cont'd)

Test Management Network

By detault, this test uwill attempt to ping your detavlt gateuay

and DNS servers, and resolve your hostname.

Ping Address #0: [ 192.168.19.2

]
Ping Address #1: L 192.168.19.0_ ]
[ ]
]

Resolve Hostnane [ ESXil.test.local

{Enter> 0K <Esc> Cancel

Up/Doun> Select

ESXI Test Management Network

13. Press Enter to proceed with the testing, and the test will show the status as OK or Failed. If you
notice any failure, make sure that you have configured the correct settings.
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Appendix B

Static IP Assignment Arista NetVisor UNUM Management (ethO) Interface

1. Login - If desired to set a static IP for Arista NetVisor UNUM, log into the VM via the console with the
credentials vef/changeme.

| N vef@unum: ~ — Pluribus Networks UNUM

pluribus $ssh vcf@le.1l18.3.32
vef@l@.118.3.32"'s password:
Welcome to Ubuntu 16.84.5 LTS (GNU/Linux 4.4.8-135-generic xB6_64)

#* Documentation: https:// help.ubuntu.com
#* Management: https://landscape.canonical.com
* Support: https://fubuntu. comfadvantage

197 packages can be updated.

136 updates are security updates.

Last login: Mon Jul 20 @B:50:15 2020 from 18.149.08.89
" um: § . /UNUM_setup.sh_

UNUM Console Login Screen

2. Run . /UNUM setup.sh:

eCe vef@unum: ~ — Pluribus Networks UNUM

UNUM: Installation Setup
Version: 6.2.8-SNAPSHOT-8198
Template Version: ubuntu-16.84-p5-s5t
Machine ID: E4C272AF-TB52ER26-BBFEGFI99-CBGBSEEE

: Exit

: Configure UNUM IP

: Configure date/time
: Start UNUM

: Stop UNUM

: Tech Support

: Status Check

: Advanced Settings

: Configure SNMP community String

5]
1
2
3
4
5: Upgrade UNUM
13
7
B
9:
18: Execute Custom Ansible Playbook

(8-1a):

Run UNUM_setup.sh Script
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Appendix B (cont'd)

Configure UNUM IP

You may now configure the Host IP by selecting Option 1. Follow the on-screen instructions for entering the
Host IP address.

Note: Before you can configure or edit UNUM IP Addresses, you must first stop UNUM using Option 4.

ece vef@unum: ~ — Pluribus Networks UNUM
UNUM: Installation Setup

Version: 6.2.8-SNAPSHOT-B198

Template Version: ubunmtu-16.84-p5-st

Machine ID: E4C272AF-TBS2EB26-BBFEGFI9-CBGBSEEE

@: Exit

1: Configure UNUM IP
2: Configure date/time
3: S5tart UNUM
4: Stop UNUM

5: Upgrade UNUM
&

7

B

9

1

: Tech Support

: Status Check

: Advanced Settings

: Configure SNMP community String
B: Execute Custom Ansible Playbook

(e-1@):4_

UNUM Options Menu - Stop UNUM

vef@unum: ~ — Pluribus Metworks UNUM

UNUM: Installation Setup
Version: 6.2.8-SNAPSHOT-B8198
Template Version: ubuntu-16.84-p5-st
Machine ID: E4C272AF-7BS52EB26-BBFEGF99-CBGBSEEE

@: Exit

1: Configure UNUM IP

2: Configure date/time

3: Start UNUM

4: Stop UNUM

5: Upgrade UNUM

6: Tech Support

7: Status Check

B: Advanced Settings

9: Configure SNMP community S5tring
1@: Execute Custom Ansible Playbook

(e-1@):1_

UNUM Options Menu - Configure IP
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Appendix B (cont'd)

Configure UNUM IP (cont'd)

@00

UNUM: Configure UNUM IP Menu
: Main Menu
: Change interface IP

: Configure docker@ IP
: Configure vcfnet network

(8-3):

vef@unum: ~ — Pluribus Networks UNUM

UNUM Configure UNUM IP Menu
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Appendix B (cont'd)

Configure UNUM IP (cont'd)

[ NN vef@unum: ~ — Pluribus Networks UNMUM
UNUM: Configure UNUM IP Menu
: Main Menu
: Change interface IP

: Configure docker@ IP
: Configure vcfnet network

(8-3):1

Configure Host IP Address:
This step is needed the first time that the UNUM OVA has been installed.

WARNIMG: If UNUM is curremtly running im a clustered environment, the IP

change can disrupt service and any remote node including Elasticsearch and PCAP
agent may need to be re—provisioned. UNUM must be restarted after changing

the IP address.

(Note: Unless you are on the server console, your current connectiom will be lost.
You will need to re-conmect using the new IP address.)

Continue? ([Y]les or [N]lo) [Yes]: ¥

Enter interface [eth@]:

Enter ip address [18.118.3.32]: 18.118.3.32

Enter network mask [255.255.252.8]: 255.255.252.0

Enter gateway []: 10.118.8.1

Enter domain search list []: pluribusnetworks.com

Enter DNS name servers separated by space []: 18.28.4.1_

UNUM - Configure Host IP

Note: Please review the following usage information regarding the Ethernet adapters used by UNUM:

EthO: used for management, GUI (user interaction) and data collection via Netvisor REST. This
interface uses DHCP by default.

Ethl: used for internal system communication as clustered UNUM VM instances REQUIRE a
range of IP address settings for Ethl before normal operations begin.

EthlissettoIP address 172.16.250.150/24 by default.

WARNING! If you change the IP addresses of Ethl in a cluster configuration, you
disrupt normal operations. Please contact Technical Supportif you need or want to
change the Ethl address in a cluster configuration.

Eth2: <Optional> used to connect a Seed Switch or Fabric via an inband connection.

UNUM Ethernet Adapters Usage Table
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Appendix B (cont'd)

Configure DockerO IP

UNUM uses a default docker IP address 0f172.17.251.1/24 for internal communication.
Warning: In the majority of deployments, there is no need to change this address.

However, if you use the default range as the UNUM management network there could be network conflicts
within your network. Therefore, you have the ability to modify the docker0 interface IP address using
Option 2 - Configure dockerO IP.

| NN vef@unum: ~ — Pluribus Networks UNUM
UNUM: Configure UNUM IP Menu

: Main Menu

: Change interface IP

: Configure docker@ IP

: Configure vcfnet network

(e-3):_

UNUM - Configure DockerO & VCFnet Bridge IP

Select Option 2 - Configure dockerO IP.
Enter the desired IP address range and mask. (Shown below as example only.)
Enter the sudo password.

UNUM updates the dockerO IP address, stopping and restarting services.
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Appendix B (cont'd)

®@C® vef@unum: ~ — Pluribus Networks UNUM
UNUM: Configure UNUM IP Menu
! Main Menu
Change interftace IP

Configure docker@ IP
Configure wvcfnet network

(8-3):2

Enter desired docker® IP/mask []: 192.17.241.1/24
[sudo] password for vef:

Updating docker interface ip

2028-81-28 13:53:15 Stoppimg UNUM 5.2.8-SNAPSHOT ...
2828-81-28 13:53:16 Stopping vcf-elastic ...
2828-81-28 13:53:19 Stopping vcf-collector ...

2028-81-20 13:53:21 Stopping vcf-mgr ...

2028-81-28 13:53:52 Stopping skedler ...

2028-81-2@ 13:53:54 Stopping vcf-center ...

2028-81-20@ 13:53:58 Stopping vcf—-dhcp ...

2828-81-28 13:53:59 Services have been successfully stopped.
2028-81-28 13:53:59 Startimg UNUM 5.2.8-SNAPSHOT ...
2828-81-28 13:53:59 Starting vcf-elastic ...

2828-81-28 13:54:88 Starting vcf-collector ...

2828-81-28 13:54:81 Starting vcf-mgr ...

2828-81-28 13:54:82 Starting skedler ...

2828-81-28 13:54:83 Starting vcf-center ...

2828-81-28 13:54:84 Starting vcf-dhcp ...

2828-81-28 13:54:85 Services have been successfully started.
Press any key to continue ..._

UNUM - Configure DockerO IP

Press any key to continue.

If required, view the new dockerO IP address using ifconfig from a command prompt.

@Ce vef@unum: ~ — Pluribus Networks UNUM

vef@unum: % ifconfig

docker@ Link encap:Ethernet HwWaddr B2:42:c3:14:63:6e
inet addr:192.17.251.1 Bcast:8.8.8.8 Mask:255.255.255.8

UP BROADCAST MULTICAST MTU:158@8 Metric:1

BX packets:@ errors:@ dropped:8 overruns:@ frame:@
TX packets:@ errors:@ dropped:@ overruns:@ carrier:@
collisions:@ txqueuelen:@

RX bytes:® (2.8 B} TX bytes:@ (8.8 B)

UNUM - New DockerO IP Address

Note: The dockerO IP address has to be a specific host IP address and mask.

79 NetVisor UNUM High Capacity User Guide: 2022.6.3.2



Appendix B (cont'd)

Configure VCFnet Network
UNUM uses a default VCFnet IP address 0f 172.18.251.1/24 for internal communication.

However, if you use the default range as the UNUM management network there could be network conflicts
within your network.

Therefore, you have the ability to modify the VCFnet interface IP address using Option 3 - Configure vcfnet
network.

® 08 vef@unum: ~ — Pluribus Networks UNUM
UNUM: Configure UNUM IP Menu

: Main Menu

: Change interface IP

: Configure docker@ IP

: Configure vcfnet network

(8-3):_

UNUM - Configure VCFnet Network IP

Select Option 3 - Configure vcfnet Network.
Enter the desired IP address range and mask. (Shown below as example only.)
Enter the sudo password.

UNUM updates the vefnet IP address, stopping and restarting services.
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Appendix B (cont'd)

® 09 vef@unum: ~ — Pluribus Networks UNMUM
UNUM: Configure UNUM IP Menu

: Main Menu
Change interface IP
Configure docker@® IP
Configure vcfnet network

(8-3):3

Enter desired vcfmet subnet/mask []: 192.18.251.1/24
2020-81-28 14:88B:28 Stoppimg UNUM 5.2.@8-5NAPSHOT ...
2020-81-28 14:8B:22 Stopping vcf-elastic ...

2820-81-28 14:8B:55 Stopping vcf-collector ...

2820-81-28 14:89:86 Stopping vcf-mgr ...

2820-81-28 14:89:88 Stopping skedler ...

2028-81-28 14:89:18 Stopping vcf-center ...

2028-81-2@ 14:89:15 Stopping vecf-dhep ...

2028-81-28 14:89:16 Services have been successfully stopped.
2020-81-28 14:89:16 Starting UNUM 5.2.8-5NAPSHOT ...
2028-81-2@ 14:89:16 Starting vcf-elastic ...

2828-81-28 14:89:17 Starting vcf-cellector ...

2820-81-28 14:89:18 Starting vcf-mgr ...

2820-81-28 14:89:19 Starting skedler ...

2820-81-28 14:89:28 Starting vcf-center ...

2028-81-28 14:89:21 Starting vef-dhep ...

2028-81-28 14:89:22 Services have been successfully started.
Press any key to continue ..._

UNUM - Configure VCFnet Network IP

Press any key to continue.
If required, view the new vcfnet IP address using ifconfig from a command prompt.

®@C e vef@unum: ~ — Pluribus Networks UNUM

vef@unum: % ifconfig

br-fee5fcfd4df2a Link encap:Ethernet HWaddr @2:42:72:4f:d2:bd
inet addr:192.18.251.1 Bcast:@.8.8.8 Mask:255.255.255.8
UP BROADCAST RUMNING MULTICAST MTU:1588 Metric:1

BX packets:128538 errors:@ dropped:@ overruns:@ frame:@
TX packets:119827 errors:@ dropped:@ overruns:@ carrier:@
collisions:@ txqueuelen:@

RX bytes:3204887@ (32.8 MB) TX bytes:34189215 (34.1 MB)

UNUM - New vcfnet IP Address

Note: The vefnet IP address has to be a specific network |IP address and mask.

If no further configuration changes are required, use Option 3 to restart UNUM.
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