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Legal Notice

THE SPECIFICATIONS AND INFORMATION REGARDING THE PRODUCTS IN THIS MANUAL ARE SUBJECT TO
CHANGE WITHOUT NOTICE. ALL STATEMENTS, INFORMATION, AND RECOMMENDATIONS IN THIS
MANUAL ARE BELIEVED TO BE ACCURATE BUT ARE PRESENTED WITHOUT WARRANTY OF ANY KIND,
EXPRESS OR IMPLIED. USERS MUST TAKE FULL RESPONSIBILITY FOR THEIR APPLICATION OF ANY
PRODUCTS.

THE SOFTWARE LICENSE AND LIMITED WARRANTY FOR THE ACCOMPANYING PRODUCT ARE SET
FORTH IN THE INFORMATION PACKET THAT SHIPPED WITH THE PRODUCT AND ARE INCORPORATED
HEREIN BY THIS REFERENCE. IF YOU ARE UNABLE TO LOCATE THE SOFTWARE LICENSE OR LIMITED
WARRANTY, CONTACT YOUR PLURIBUS NETWORKS REPRESENTATIVE FOR A COPY.

NOTWITHSTANDING ANY OTHER WARRANTY HEREIN, ALL DOCUMENT FILES AND SOFTWARE ARE
PROVIDED “AS IS” WITH ALL FAULTS. PLURIBUS NETWORKS DISCLAIMS ALL WARRANTIES, EXPRESS OR
IMPLIED, INCLUDING WITHOUT LIMITATION, THOSE OF MERCHANTABILITY, FITNESS FOR A PARTICULAR
PURPOSE AND NONINFRINGEMENT OR ARISING FROM A COURSE OF DEALING, USAGE, OR TRADE
PRACTICE.

INNO EVENT SHALL PLURIBUS NETWORKS BE LIABLE FOR ANY INDIRECT, SPECIAL, CONSEQUENTIAL, OR
INCIDENTAL DAMAGES, INCLUDING, WITHOUT LIMITATION, LOST PROFITS OR LOSS OR DAMAGE TO DATA,
ARISING OUT OF THE USE OR INABILITY TO USE THIS MANUAL, EVEN IF PLURIBUS NETWORKS HAS BEEN
ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.

Any Internet Protocol (IP) addresses used in this document are not intended to be actual addresses. Any
examples, command display output, and figures included in the document are shown for illustrative
purposes only. Any use of actual IP addresses inillustrative content is unintentional and coincidental.

©2022 Pluribus Networks, Inc. All rights reserved. Pluribus Networks, the Pluribus Networks logo, nvOS,
Netvisor®, vManage. vRender, PluribusCare, FreedomCare, Pluribus Cloud, and iTOR are registered
trademarks or trademarks of Pluribus Networks, Inc., in the United States and other countries. All other
trademarks, service marks, registered marks, registered service marks are the property of their respective
owners. Pluribus Networks assumes no responsibility for any inaccuracies in this document. Pluribus
Networks reserves the right to change, modify, transfer, or otherwise revise this publication without
notice.
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Introduction
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Pluribus UNUM™ Unified Management, Automation, and Analytics Platform Software is an application
portal developed by Pluribus Networks.

Pluribus UNUM is an agile, multi-functional web management portal that enhances the intrinsic automation
of the Unified Cloud Fabric architecture. It combines an elastic big data database and intelligent analytics
engine with an intuitive and consistent user interface that allows seamless navigation across fully
integrated management and analysis modules.

Pluribus UNUM liberates network operators from the complexity of provisioning and operating a complex
network, or groups of networks, by automating the complete network life cycle from implementation to
operation and optimization, enabling intent-based network operations with vastly reduced deployment

times.

Pluribus UNUM™ - Unified Automation, Management and Analytics
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Introduction (cont'd)

UNUM enables the network administrator to extract analytical value from the telemetry data reported by
the network switches powered by the Pluribus Networks Netvisor® ONE network operating system.

Once data is collected, UNUM relies upon a modern search engine database infrastructure to store,
aggregate, filter, correlate and visualize vast amounts of data in real-time as well as with a powerful time
machine functionality.

The Pluribus UNUM portal provides a collection of feature-rich applications that manages and orchestrates
the gathering and presentation of network analytics using various types of collectors and reporting
software.

The UNUM applications rely primarily on features of the Netvisor ONE, such as vFLOWSs, mirrors, and
connections statistics, and can also provide analytics in a non-Pluribus environment.

At a high-level, UNUM supports the following deployment scenarios:

e Netvisor ONE as a mirror switch; an out-of-band Pluribus switch is configured as a mirror in either an
existing Pluribus-switched network or a non-Pluribus-switched network.

e Netvisor ONE as an inband switch; stats are pulled directly from configured switches such as
connections, vports, ports, tunnels and, vflow-stats.

e Collectors gather network analytics and feed data into the UNUM analytics store(s):
» The Collector uses the VREST API to gather the analytics data from Netvisor.
UNUM manages the following applications:

e Common Infrastructure - a centralized portal launches other applications, provides authentication to
the corporate directory (using LDAP), and provides configuration of standard settings.

e Insight Analytics - this application provides reporting and Search capabilities on data collected from
UNUM collectors.

e Switch Analytics - Switch Analytics contains a feature-rich set of management tools providing Traffic
Monitoring and Notification services with exceptional drill-down capabilities.

e Fabric Manager - Fabric Manager contains a feature-rich set of management tools providing
configuration tools for Layer 1, Layer 2, and Layer 3 services as well as Security, Monitoring, Analytical,
and Service features.


https://www.pluribusnetworks.com

Glossary

Glossary of UNUM and Netvisor ONE® Terms

To review the Glossary of UNUM and Netvisor ONE® Terms, please refer to to the HTML document.
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Specifications

Provisioning Virtual Machine Specifications

When using the Pluribus Networks Provisioning Virtual Machine (VM) to run Ansible scripts the following
VM minimum specifications are required.

e CPU-4vCPU (2 core hyper threaded)
e Memory -8 GB
e Storage - 60 GBSSD

Medium Capacity Appliance Specifications

Note: Throughout this document, references to the Dell VEP 4600 platform are examples of configuring
a Medium Capacity Appliance. Servers meeting the hardware and software specifications listed below in
the specification charts are acceptable.

UNUM on the Medium Capacity Appliance Hardware

« Single Server chassis, 1 Rack Unit

e« 8 CPU cores (16 vCPU), 128 GB Ram (96 GB
minimum), 960 GB SSD

e Quad1G Base-T NIC, dual 10G Base-T NIC

e« [PMI 2.0 + KVM with Dedicated LAN

e Dual power supply

Insight Analytics:

e Ingestupto 1,000 connections/second
« Retains up to 500 Million connections

UNUM Standard Appliance Specifications
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Medium Capacity Appliance Specifications (cont'd)

Software Requirements & Specifications

Specifications provided are operational requirements to use UNUM virtual machines. Values do not include ESXi resource requirements.

wCPU (cores) RAM Storage
UNUM Base Capacity YM* &CPU (4-core) 4GB 480 GB 550
BvCPU (4-core) 54GE 480GB 55D
UNUM Medium Capacity VM* BvCPU (4-core) B4GE 960 GB SSD
BCPU (4-core) 54GE 960GB 55D
UNUM High Capacity VM Cluster* Special Special Special
Special Special Special

TUMUM Archiver requires Lhe Archiver license and a shared NFS 550 storage bo store daily analytics snapshats,

1The High Capacity VM cluster runs on four servers. Direct software download for existing senvers is not supported, dedicated hardware needs to be purchased. See the Hardware Requirements and
Specificalions table.

* Customers wishing to use UNUM Archiver will requine resources for a second WM (provided with the license).

Al UNUM virtieal machenes requine ESX 6.7

UNUM Virtual Machines - Software Requirement & Specifications
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Medium Capacity Appliance Specifications (cont'd)

Server Hardware Specifications for UNUM Virtual Machines

Specifications provided are the minimum necessary server resources to run the UNUM virtual machine on dedicated hardware. This includes ESXi hardware
reguirements and resources for planned future expansions of UNUM,

Bring Your Qwn Server UNUM Base Capacity Virtual Machine ® UNUM Medium Capacity Virtuwal Machine * UNUM High Capacity VM Cluster =
CPU 16 vCPU (B-corel? 16 wCPU [8-core)? 32 vCPU (16-core) * per server
Memory 96 GB 96 GB 256 GB per server
Local 55D 480 GB*# 960 GB +# 1920 GB*” per server
Shared NFS 550 480 GB required for HA* 960 GB required for HA®* 960 GB required for HA*
VMWare ESXI Hypervisor 6.7, 7.0 6.7,7.0 6.7, 7.0

) . Google Chrome (Version 44+) Google Chrome (Version 44+) Google Chrome (Version 44+)
Clant Requirements Mozilla Firefox (Version 39+) Mozilla Firefox (Version 39+) Mogzilla Firefox (Version 39+)
NIC Dual 106G Base-T NIC® Dual 106G Base-T NIC® Dual 100G Base-T NIC®
High Avallability (HA) Yessr YesaT Yesa?

1 Thee High Capascity WM cluster can be installed as a cluster on four dedicated DELL R{T40 senvers. Direct software download for existing servers is not supported, dedicated hardware or the applisnce needs to
be purchased. The Dell configuration requines professional services installation as well as an external 10 Ghps switch is needed to enable internal cluster communication.

*All versions of UNUM require (FU clock speeds of 2.4 GHz CPUFs or higher.

*All High Availability configurations require the following: UNUM 6.0+, the Vidware vSphene & Enterprise Plus License, the UNUM base license + any optional UNUM licenses, and a shared NF5 550 storage.
Redundant [RAID-1) storage & recomemended for the shared storage, as is a minimuem of a 10 Gbps connection between the NFS storage and the senvers,

*Solid State Drives are required on all UNUM platfarms.

* Mo specific VMware license requiresments for non-HA enviranments (E5Y free is 0K,

“in HA deployments, the local storage lor the Base VM and Medium Capacity VM must meet recomemended WMware hardware requirements. Pluribus recomimends a minimum of 480 GB. 860 GB of shared NFS
storage is still reguired.

'In HA deployments, the local storage for two of the four servers in the High Capacity VM duster can be reduced to 980 GB. 960 GB of shared NFS storage is still required.

FUNUM can only support one direct in-band fabric connection via the eth2 interfsce. Management of multiples In-band fabrics requires the sddition of an external switch.

UNUM Virtual Machines - Server Hardware Specifications

Specifications UNUM High Capacity Appliance

Customers without an ESXi infrastructure or limited compute resources can purchase a Pluribus Networks tested and validated, tumkey appliance with
LUNUM pre-installed. Simply rack, stack, and power on. UNUM is ready to go.

UNUM High Capacity Appliance?
CPY 32 vCPU (16-core) per server
Memory 356 GB per server
Local 55D 1920 GBper server
Shared NFS 55D 960 GB required for HA
Client Requirements Google Chrome [‘.fer:':iun A+
Mozilla Firefox (Version 39+)
= Dual 106 Base-T NIC
High Availability (HA) Yes
Rack Dimensions 1ru Base/Medium, 2ru High Capacity

The High Capacity appliance |5 four dedicated nodes of the listed specifications.

UNUM High Capacity Appliance Specifications
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Medium Capacity Appliance Specifications (cont'd)

UNUM Fabric Manager Scalability Matrix

UNUM Base Capacity UNUM Medium Capacity UNUM High Capacity VM
VM/Appliance VM/Appliance Cluster/Appliance
Maximum Netvisor One Switches 55 55 140
Maximum Adaptive Cloud Fabrics* 10 10 10
Maximum Netvisor ONE Switches per Fabric* 12 32 128 leafs per super fabric*
Syslog Records Up to T Days Up to 30 Days Up to 60 Days
Port Stats 14 512 T68 1535
Tunnel Stats 247 256 164 768
vFlows Stats*** 2560 3520 7040

! Records storage Is a rolling first-in first-cut window of both flow (meFlow] and switch analytics records.
! Numbers provided are aggregate values of active stas caplured. To get a per switch value of active stats caplured, divide the value provided by the total number of switches being managed by UNUM. For
exmiple, if the UNUM Base Capacity VM is managing 24 switches tokal, then 512 [ 24 =21 port stats per switch [rounding down|.

¥ ocallswitch) wiows. Divide bry numbser of switches to get fabric |evel wlows, for example in an B-node fabric, 2560 divided by 8 would be 320 fabric wide vilows.

* Mamirmum faberic size of 32 switches is a Netvisor ONE limitation but i listed here for convenience. UNUM supports a nrumiber of fabrics and switches, up to the maximum amount of either switches or fabrics.
For example, one fabric of 32 nodes, two fabrics of 24 and 26 nodes, three fabrics of 12, 18, and 20 nodes or five fabrics of 11 nodes sach for the UNUM Base Capacity virtual machine.
% Super Fabric can manage up to four pods, up to 128 leafs snd up to 12 spines. Without super fabric any combination of lzafs and spines are supportsd up to 140 total, 33 nodes masimum per fabric.

* Mumnber of simultaneous stats collected every ten seconds.
" A Tunnel is a virtual conneclion between two fabric end paints.

UNUM Fabric Manager Scalability

UNUM Insight Analytics Scalability Matrix

UNUM Base Capacity UNUM Medium Capacity UNUM High Capacity VM
VM/Appliance VM/Appliance Cluster/Appliance
1A Maximum Records Stored '+ 100 million 500 million 2 ballign
1A Analytics Records, Maximum days 1 Up to 30 Days Up to 30 Days Up to 30 Days *
IA Peak Ingestion Rate * 1004 flows/sec 1000 flows /sec 10,000 flows/sec

! Records storage i a rolling first-in first-oul window of both flow [nFlow) and switich analytics records.

 Lang-term retention of recards, up Lo the value stated [100M, 500M, 2B]. Variations based on nebwark traffic can oceur.

! Ingestion rabe will afect the number of days of records are skored. This can vary based on Eabric sire and traffic

1 Busmy emvironments generating more than 1000 flows per second impact the numbber of days records are stored, H':u!t.-md 10,000 flows per second occwr, the maximum days of records sbored will be reduced o

approximately one week. This environment can be mitigated wusing the UNUM Archiver license and external 550 storage.

Mote: All UMUM fabrics sre required to have & minimum of cne switch with 16 GB of RAM to act as a comemunication node. Two 16 GB switches will be required if seed switch redundancy is implemented.

UNUM Insight Analytics Scalability
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Medium Capacity Appliance Specifications (cont'd)

UNUM 6.3.0 Licensing

Ordering Information

Pluribus UNUM software is available in three flavors: a BASE virtual machine, a medium capacity virtual machine, and a high-capacity option which can
be ordered on an appliance or installed on four Dell RX740 servers. Refer to the Hardware Requirements and Scalability tables for more information on

the different UNLIM options. See the ordering information below for Pluribus UNUM, Insight Analytics, server appliances, and add-on reports/alerts.
Support is ordered separately, and subscription options are available.

Pluribus UNUM Software is available in three options.

*  UNUM-LIC — Pluribus UNUM BASE license.
UNUM-MC-LIC — Pluribus medium-capacity license,

UNUM-HC-LIC — Pluribus high-capacity license. Requires either the appliance option below or four Dell RXT40 servers ordered directly from Dell,
as well as professional services for deployment.

Insight Analytics Module License is optionally licensed in addition to the Pluribus UNUM software,

¢ |A-MOD-LIC — Pluribus Insight Analytics module BASE license. Supports up to 100 million flows.
*  |A-MC-MOD-LIC — Pluribus Insight Analytics Medium-Capacity (MC) module license. Supports up to 500 million flows.

IA-HC-MOD-LIC — Pluribus Insight Analytics High-Capacity (HC) madule license. Supports up to 2 billion flows. Cannot be deployed on existing
customner hardware - HC server appliance or four Dell RX740 are required.

* |A-SC-MOD-LIC — Intreductory, low-cast license for Insight Analytics that will enable the storage of 1 million flows.

UNUM Appliance Hardware

s AP-HC-HW — UNUM high capacity hardware server appliance. Hardware only (software licenses are required) - add to order when a high-capacity
appliance is needed. Requires professional services deployment.

Cther Optional, add-on UNUM Licenses

UNUM-RPRT-LIC — Pluribus UNUM add-on reporting license.
UNUM-ALRT-LIC — Pluribus UNUM add-on e-mail alert license.,

*  UNUM-ARCHIVER-LIC — Archive daily snapshots capturing Insight & Switch Analytics meta data to an NFS repositary (network folder) for long term
storage. Includes a second UNUM “viewer” virtual machine so that archived data can be loaded and analyzed.

UNUM Licensing Information

Please refer to the UNUM Supported Features Table for more information.
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Physical Installation

Medium Capacity Appliance Installation Guide

Note: Please refer to your specific hardware platform installation instructions for installing the Medium
Capacity Appliance.

When using a Dell VEP 4600 platform, please refer to the “Dell VEP4600 Installation Guide”, review, and
follow all instructions as outlined.

Pre-requisites
The following is a list of components required for successful platform installation:

VEP4600 platform

AC country- and regional-specific cables to connect the AC power source to each of the platforms’ AC
power supplies

Two-post rail kit mounting brackets for rack installation, included

Screws for rack installation

#1 and #2 Phillips screwdrivers, not included

M2 Philips drive flat head screwdriver, not included

Ground cable screws (included) for L-bracket—order separately

M3 ground lug assembly kit screw, depending on your platform

Copper/fiber cables

Other optional components are:

UL-certified ground lug assembly kit with bracket
Extra mounting brackets for the 4-post mount
Extra power supply unit

Extra fan module
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Hardware Overview

Medium Capacity Appliance Hardware Overview

(based on Dell VEP 4600 platform)

UNUM Dell Virtual Edge Platform 4600

The 1RU Pluribus UNUM Virtual Edge Platform 4600consists of:

e 8 CPU cores (16 vCPU) - Intel® Xeon® D Skylake Generation processor, with Intel® QuickAssist
Technology (Intel® QAT), and Data Plane Development Kit (DPDK)

e Storage - 960GB SSD

e DDR4 ECC128GB RAM (Medium Capacity Appliance requires a minimum of 96 GB RAM)
e Two 10GbE SFP+ ports

e Four1000Base-T ports

e One MicroUSB-B console port

e Two USB Type-A ports for more file storage

e One board management controller (BMC)

e Two RJ-45,RS-232 serial-console ports

e 0Onel0/100/1000BaseT RJ-45 Ethernet management port for the processor

e 0Onel0/100/1000BaseT RJ-45 Ethernet management port for the BMC

e One ortwo AC hot-swappable redundant power supplies, depending on the configuration
e Fourorfive AC normal hot-swappable fan modules, depending on the configuration

e Standard 1U platform

UNUM Medium Capacity Appliance - Getting Started Guide - Copyright © 2022 by Pluribus Networks. All Rights Reserved. Page 13 of 101
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Hardware Overview (cont'd)

Physical Dimensions

The VEP4600 platform have the following physical dimensions:
e 434x381x43.6 mm (W xDxH)
e 171x15x1.72inches (W x D x H)

e PSU/fan tray handle: 1.57 inches (40 mm)
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luribus
NETWORKS
System Interface
Medium Capacity Appliance - System Interface
Dell VEP4600 System Overview
1/0 Panel View
1 2 9 3 4

7 6 5
1/0 Panel View
1. Platform status Icons LEDs
RS-232 console ports (top) and 10/100/1000 Base-T ports (bottom)
SFP+ ports
Luggage tag

1000Base-T networking ports
Processor power on/off button
Micro USB-B port

USB Type A ports

© © N o 0 B W N

Optional - VEP4600 Expansion Cards

10. Power Supplies

UNUM Medium Capacity Appliance - Getting Started Guide - Copyright © 2022 by Pluribus Networks. All Rights Reserved. Page 15 of 101


https://www.pluribusnetworks.com

System Interface (cont'd)

Power Supply (PSU) View

Power Supply View

1. PSUs

2. Fans

PSULEDs

Power Supply LEDs

e Solid green—Input is OK.
e Flashing yellow (amber)—There is a fault with the PSU.
e Flashing green blink at 1Hz—Platform is in a standby/CR state.

e Off—PSUis off.
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System Interface (cont'd)

Control Panel LEDs

There are several LEDs on the control panel and on the drive carriers to keep you constantly informed of
the overall status of the system.

123456 7 8

Control Panel LEDs

1. PowerLED

2. Master LED
System LED
Locator LED
Temperature LED
Fan LED

SFP+ indicator LED

10/100/1000 BaseT RJ-45 networking link (left) and activity (right) LEDs

© ® N o 0 & W

10/100/1000 BaseT RJ-45 networking link (left) and activity (right) LEDs for the processor (left) and for
the BMC (right)
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System Interface (cont'd)

LED Behavior
LED Description
System e Off - system off or in standby

Status/Health LED

Solid green—Normal operation
e Flashing green—Booting
e Solid yellow (amber)—Critical system error or CPU power off.

e Flashing yellow—Noncritical system error, fan failure, or power supply failure

Power LED e Off - system off or in standby
e Solid Green—Normal operation
e Solid yellow—POST is in process

e Flashing yellow—Power supply failed

Master LED e Solid green—platform is in stacking Master or Stand alone mode

e Off - system is slave of the stack or system in standby

FAN LED e Off - system off or in standby
e Solid green—Normal operation; fan powered and running at the expected RPM

e Solid yellow—Fan failed

PSU LED e Off—No power
e Solid green—Normal operation or standby mode
e Solid yellow—Power supply critical event causing a shutdown

e Flashing yellow—PSU warning event; power continues to operate
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System Interface (cont'd)

LED Behavior (cont'd)
LOCATOR e (Off—Locator function disabled
LED/System
Beacon e FFlashing blue with 1 sec on and 1 sec off - Locator function enabled
e Flashing blue with 2 sec on and 1 sec off - system in standby
Temperature e Off - system off or in standby
status LED

RJ-45 Ethernet
LED

Solid green—temperature is normal
Solid yellow—temperature is at the limit

Flashing yellow—temperature is over the limit

Off—no link and no activity detected

On—Activity on the port

Solid yellow—Link operating at a lower speed

Solid green—Link operating at a maximum speed—1G

Flashing green—Port activity
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System Interface (cont'd)

System Management Ethernet Port LEDs

Link LED o

Activity LED

SFP+ Port LEDs

Link/Activity LED

Off—No link
Solid green—Link operating at a maximum speed, auto-negotiated/forced or 1G

Solid yellow—Link operating at a lower speed, auto-negotiated/forced or
10/100M

Off—No link

Flashing green—Port activity

Off—No link

Solid green—Link operating at maximum speed, 10G
Solid yellow—Link operating at a lower speed, 1G
Flashing green—port activity for 10G

Flashing yellow—port activity for 1G
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System Interface (cont'd)

Luggage Tag

ST N

E SVC TAG:
. YOO
[SIF£r XxxxxxX
Express Service Code:

= KEHXEKX
E g IO MK

E E MALC Address

E 3 OO

E PPID:

- OO0

E 1 R N

SVC tag
MAC address
PPID

Express service code

UNUM Medium Capacity Appliance -

Luggage Tag
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System Interface (cont'd)

Management Ports

Management Ports

RS-232 Console Port Access

1. RS-232:processor console port (left); BMC console port (right)

Caution: Ensure that any equipment attached to the serial port can support the required 115200 baud
rate.

Note: Before starting this procedure, ensure that your PC has a 9-pin serial port and that you have
installed a terminal emulation program on the PC.

Note: If your PC’s serial port cannot accept a female DB-9 connector, use a DB-9 male-to-male adapter.
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System Interface (cont'd)

RS-232 Console Port Access (cont'd)

Install the provided RJ-45 connector-side of the provided cable into the platform console port.

Install the DB-9 female-side of the provided copper cable into your PC’s serial port. Or install the DB-9
cable into other data terminal equipment (DTE) server hardware.

Keep the default terminal settings on the console as follows:

115200 baud rate
No parity

8 data bits

1 stop bit

No flow control

MicroUSB-B Console Port Access

The MicroUSB-B console port is on the PSU side of the VEP4600.

The terminal settings are the same for the serial console port and the RS-232/RJ-45 console port:

115200 baud rate
No parity

8 data bits

1 stop bit

No flow control

When you connect the microUSB-B port, it becomes the primary connection and, while connected, all
messages are sent to the microUSB-B port.

Note: Before starting this procedure, be sure that you have a terminal emulation program already
installed on your PC. Install the appropriate drivers to support the microUSB-B port. To download Dell
EMC drivers, see https://www.dell.com/support. If your computer requires non-Dell EMC drivers, contact
Dell EMC Technical Support for assistance.
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System Interface (cont'd)

MicroUSB-B Console Port Access (cont'd)

1. Poweronthe PC.

2. Connect the USB-A end of cable into an available USB port on the PC.

3. Connect the microUSB-B end of cable into the microUSB-B console port on the platform.

4. Power on the platform.

5. Install the necessary USB device drivers.

6. To download Dell EMC drivers, see https://www.dell.com/support. If your computer requires non-Dell
EMC drivers, contact Dell EMC Technical Support for assistance.

7. Open your terminal software emulation program to access the platform.

8. Confirm that the terminal settings on your terminal software emulation program are as follows:

e 115200 baud rate

e No parity

e 8 databits

e 1stop bit

e No flow control


https://www.pluribusnetworks.com
https://www.dell.com/support
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UNUM Medium Capacity Appliance Configuration

Medium Capacity Appliance - UNUM Configuration

The UNUM Medium Capacity (MC) virtual machine is a software download that can be installed on any
server running ESXi 6.7 or 7.0 that meets the specifications called out in the UNUM Data Sheet.

Below is an example of deploying the UNUM MC virtual machine on the Dell VEP 6400, which comes with
ESXi pre-installed.

General Configuration Steps

1. Download the requisite OVA files from the Pluribus Network Cloud (PNC) and save them to your local PC.
Access the PNC using the Pluribus Customer Portal and select the Downloads tab.

You may download software directly from the Customer Portal. Use your provided support credentials.
If you do not have credentials for the Customer Portal, please Contact Support AND fill out the following:

Product Registration - https://www.pluribusnetworks.com/support/product-registration/

Note: The Serial Number is equivalent to UNUM's Machine ID. You may not have a Serial Number if you
have not previously installed UNUM. In that event, please indicate "Do Not Have One" in the Serial
Number field on the registration form.


https://www.pluribusnetworks.com
https://www.pluribusnetworks.com/assets/PN-DS-UNUM_Platform.pdf
https://www.pluribusnetworks.com/support/customer-portal-resources/
https://www.pluribusnetworks.com/support/customer-portal/
mailto:support@pluribusnetworks.com?subject=Customer Portal Credentials
https://www.pluribusnetworks.com/support/product-registration/

Medium Capacity Appliance Configuration (cont'd)

Log in to the Customer Portal using the credentials provided.

|ﬁ Bluribus Moy s o s o [ comcrs )

PRODUCTS SOLUTIONS SUPPORT & SERVICES PARTHERS RESOURCES COMPANY

Access Customer Portal

Access our latest product documentation. View, manage, update your open cases. Interact with the Cumaﬂ Iﬂfnrmatiﬂﬂ

assigned enginesr with case note updates, request RMA's, search our knowledge base Telephone Support

+1 650 289 4717

Log in With an Existing Account | 855 438 8638 (US and Canadla)

Username Fransword Contact Support

Contact Advanced Services

Pluribus Networks Customer Portal
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Upon successfully logging in you are greeted by a welcome screen.

I
Welcome to the Pluribus Networks Customer Portal
Opan Casy
Lot 30 s enes Through your support subscription, you have access to software upgrades, documentation, and knowledge content.

_ Uging the tabs above, you can access all of these valuable resources, as well a3 view your assets and work with licensing,

LT B 1f you have a technical issue, please Create a Cass 50 that we can work with you to resolve the Issue as quickly as possible. If you have a
critical P1 issue, please call Pluribus Networks Support after creating your case at +1 650 289 4717 or 1 B55 438 8638 (US & Canada).
o |

Advined Sagich
o recands o deplay

Home | Assets | Softenre Downicads | Dooumentation | Encwiedge | Technical Videos | Cases | Licensing | My Profie

Pluribus Networks Customer Portal Welcome Screen

Select Software Downloads and follow the login instructions on the screen. Please verify your support
credentials again.

Pluribus Networks Cloud

Log in to Pluribus Metworks Cloud

Log in with your Support credentials
or

Your email

Passwornd

Dont have an account? Sign up!

Pluribus Networks Cloud UNUM Login Screen
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PN Cloud Software User Interface

Welcome
Pluribus Customer I

Pluribus Networks Cloud

W DASHEOARD UNUM

o o Pluribus UNUM is a Unified Management, Automation and Analytics Platform. Its a web application portal that enables network administrators 1o

O scranows configure features and view teblemetry data, of the Pluribus Metworks Adaptive Cloud Fabric.

= pewces Name Version Platform Checksum Documentation Download

L oownosos UNUM 6.1.1 OVA Image 6.1.1-7B94  ESXi6T T E *
U (UMUM-LIC & 1A-MOD-LIC o
ARG (100M Flow Support]))

[ LocouT )

oo UNUM 6.1.1 VEP OVA Image 6.1.1-7894  ESXi6.7 TR e & Bownload *

(Dell VEP4S0D: UNUM-LIC & 1A
MOD-VEP-LIC (500M Flow
Support))

UNUM 6.1.1 Upgrade Image 6.1.1-7894  ESXi67 [T SRk m &
(from 5.2.x, 6.0.x, 6.1.x ONLY)

a SUPPORT CENTER

6.1.1 Provisioning OVA (VEP 6.1,1-7804  ESXI67 PR e H & Dewnkad *
deployments DMLY ‘

Pluribus Networks Cloud Welcome Screen and Menu
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Download UNUM Image

The UNUM image is available from the current downloads page. Select CURRENT from the DOWNLOADS
section of the sidebar menu.

Welcome

Pluribus Metworks Cloud Pluribus Customer &

A DASHREOARD UNUM
Pluribus UNMUM is a Unified Management, Automation and Analytics Platform. Its a web application portal that enables network administrators 1o
O actrvanons configure features and view talemetry data, of the Pluribus Metworks Adaptive Cloud Fabric.
= oewces Name Version Platfarm Checksum Documentation Download
4 ~ -
&5 DOWMLOADS UNUM 6.1.1 OVA Image 6117894  ESXi67  mcwmangmdiec Y Y [ & pownload | [ |
S (UMUM-LIC & 1A-MOD-LIC
AR {100M Flow Support))

[ LT i
TR UNUM 6.1.1 VEP OVA Image 6.1.1-7894  ESXi67 TR s E m m x
© surrorr centen {Dell VEP4600; UMUM-LIC & 1A- '

MOD-VEP-LIC (S00M Flow
Support))

UMUM £.1.1 Upgrade Image 6.1.1-7894  ES¥i67 7h7156acdtH diel S 36E cndl m
para mag ! ARf16 E n w

(from 5.2.x, 6.0.x, 6.7.x OMLY)

i K AR S e 2 T BF WAk
6.1.1 Provisioning OVA (VEP 6.1.1-7894  ESXi&7 il E m *

deployments DMLY)

Pluribus Networks Cloud UNUM Download

Download the software to a local system.
You need to download and have readily available:

= UNUM Provisioning OVA - UNUM-provision-6.3.0-XXXX.XX.o0va
= UNUM Appliance OVA -UNUM-6.3.0-XXXX.XX.-St.ova

= Virtual Netvisor OVA - VNV-6300315465 . ova (example version number only).

Note: The downloaded VNV version has to match your installed switch OS version.
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2. Activate VMware License using the steps illustrated below.

Usage Note: DHCP or Static IP addresses can be assigned. A DHCP server must be running for an
automatic IP address assignment during ESXi configuration.

For Static IP addressing, select static from the unum_provision. sh setup script and enter the static
IP parameters for UNUM and vNV.

3. Configure ESXi and create a new Virtual Machine (VM) using the configuration examples illustrated
below.

4. Connect to the UNUM host via a terminal session using SSH (using the assigned IP address) and run the
following script:

./unum_provision_sh

5. Deploy a standalone VM.


https://www.pluribusnetworks.com

Medium Capacity Appliance Configuration (cont'd)

ESXi Obtain License

From the ESXi Management Interface determine if a license is enabled.

Click the Licensing tab to display the current license status.

If a valid license is missing, the following dashboard is displayed.

VIMWEre ESXi mot@10.110.181 = | Halp =

w Cusuesd w~  Starbed w  Pesull & w  Completed v -
(TRTR0 B0 TROH2050 1 8003cE D Compisted suocesssy GBTAGTERD 1R
[P R [ELORDE 1 FE3 41 @ Complated sroasialy DA 1753041
TGS 175318 EOG080 17310 Competed ooashely CDAGTR0 1T-50:100
(TR0 475318 TROH2050 1 75508 R (RETWSEM T £
TR 175308 ROHD00 1755308 Gompetsd  »  Expand panel to show wideo

ESXi Management Interface - Licensing Tab - No License

Obtain a valid license key from the VMware website using the following steps and as illustrated in the
following images.

1.

> W N

Navigate to https://www.vmware.com/products/vsphere-hypervisor.nhtml and select Download Now. You
may need to create a free account to continue.

Register for the download when prompted.

After registration you will be redirected to the license and download page.

Make a note of your license key (In this example the license is an evaluation version).

Select Manually Download to begin the download process.
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Medium Capacity Appliance Configuration (cont'd)

vSphere Hypervisor User Interface

vimware QO @ us % 1-877-486-9273 | Communites | Store | Login >

Wikware Cloud Froducts Solutions Support Professional Services Downloads Partners Company

Products » wEphers Hyperdsor

vSphere Hypervisor

Contact Sales »

OVERVIEW SPOTLIGHT GETTING STARTED RESOURCES

What is a vSphere Hypervisor?

vSphere Hypervisor is a bare-metal hypervisor that virtualizes servers; allowing you to consolidate your applications while saving time and money managing
your IT infrastructure. Our free vSphere Hypervisor is bullt on the world's smallest and most robust architecture: ViMware vSphere ESXI, which sets the
industry standard for reliability, performance, and support.

WMware Website - Download License

License Information

Wiwane wSphere Hypervisor & License - — -

Download Packages

= Your downilcads ane available bebow

¥iware vSphere Hypervisor 6.7 Update 3 - Binaries

[

ViMwang vSphere Hypardsor (ESXI 150} Image (Includes WMware Tools)

2013-08-20 | 670U3 | 1456 MB | Iso

Boot your server with this image in order 1o install or upgrade 1o ESXI [E5X requires 64-bit capable
sarversy. This ESXI imaga Includas Viwara Tooks

MDBSUM('E cafb35ae04245:03e0 M ed 8020030
SHASUM('E 115083130624 1MBd46162 deBla009dbibe5h 3
SHAZSESUM(): fobas4cdB52abdhes 29 1FDE46a 406444 05089763 T2 Te 5055 T2 3 el

WMware Website - VMware Licenses
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Medium Capacity Appliance Configuration (cont'd)

Enter the key using Assign License.

 License key MJB34- 1 S e %-1096K

License key is valid for VMware vSphere 6 Hypervisor

Assign license

[ Cancel J

ESXi Management Interface - Licensing Tab - Assign License
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Medium Capacity Appliance Configuration (cont'd)

The ESXi dashboard updates with the valid key information.

vimware ESxi root@10.110.1.61 = faip = g Search

J teesthost phribusmetworks.com - Menege

Siymlem Fardwang Licansing Packages Sarvices Gecurity & usen

= VMware vSphere B Hyperviser

o L -

/S = E

w  Starked w [Femult &
MROGZIRD LT
R0 1 EdeeDT
IEORGHE | B0
ROG2020 1753t
D602 1hE310

ORI | 7508

ESXiManagement Interface - Licensing Tab - New License
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Medium Capacity Appliance Configuration (cont'd)

Configure ESXi and Create VM

From the ESXi Management Interface select Create / Register VM.

rect@ 01101 E -

vimware Esxi

T Create ¢ Reginter Vi v } Pow ™ Fatresh
Virsual mal ST OF rechie  virtusl machinon oy L sed sacs v  Gusst 08
Mo virtual machines

ESXi Management Interface - Create VM
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Medium Capacity Appliance Configuration (cont'd)

Select Creation Type and click deploy a virtual machine from an OVF or OVA file.

7 New virtual machine
vEEEEEEITME  Select creation type
2 Belect OVF and VMDK flies How would you like to create a Virtual Machine?
3 Select storage
4 License agreements .E 1n & nw virual machine This opticn guides you through the process of creating a
5 Deployment options virtual machine from an OVF and VMDK files,
6 Additional settings Deploy a virtual machine from an OVF or OVA file

7 Ready to complate
Aegister an existing virtual machine

Back [ Mendt I Finish Cancel

ESXi Management Interface - Deploy OVA
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Medium Capacity Appliance Configuration (cont'd)

Enter a name for the VM and select the provisioning OVA file.

711 New virtual machine - Provisioning_VM

¥ 1 Select creation type Select OVF and VMDK files
Select the OVF and YMODK files or OVA for the VM you would like to deploy
3 Select storage
4 . Enter a name for the virtual machine.
5 Deployment options. .
& Add setiings _ Provisioning_VM
7 Ready to complete Virtual machine names can contain up to B0 characters and they must be unique within each ESX] instanca.

x B UNUM-provision-5.2.0-7217.42.ova

Back . Mext | Finish Cancel

ESXi Management Interface - VM Name and OVA Installation File
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Medium Capacity Appliance Configuration (cont'd)

Select Storage

7 New virtual machine - Provisianing VM

¥ 1 Select creation type Select storage
¥ 2 Select OVF and VMDK files Select the storage type and datastore

bl 3 Select storage
4 License agresments
- E Persistant Meamary

5 Deployment options
& Additional settings Select a datastore for the virtual machine's configuration files and all of its' virtual disks.
7 Ready to complete
Mame ~ Capacity ~ | Free v | Type w  Thin prg... ~ Agcess “-"
datastored 916.5 GB 915.08 GB VMFSE Supported Single
1 items
[ Back l Next Finish [ Cancel |

ESXi Management Interface - Select Datastore
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Medium Capacity Appliance Configuration (cont'd)

Deployment Options

74 New virtual machine - Provisioning_VM

¥ 1 Select creation type Deployment options
¥ 2 Select OVF and VMDK files Select deployment options
+ 3 Select storage

Ld 4 Deployment options
Metwork mappings

5 FAeady to complete VM Netwaork VI Mestwork
Disk provisioning © Thin Thick

Power on automatically [ ]

[ Back ][ Menxt Finigh . Cancel

ESXi Management Interface - Deployment Options

Note: Pluribus Networks recommends using Thin Provisioning
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Medium Capacity Appliance Configuration (cont'd)

Ready to Complete

741 New virtual machine - Provisioning_VM

¥ 1 Select creation type Ready to complete

¥ 2 Select OVF and VMDK files Feview your settings selection before finishing the wizard
+" 3 Select storage

' 4 Deployment options

 (—— Product UINUM-provision-5.2.0-jenkins-7217

VM Name Provisioning_VM

Digks UNUM-provision-5.2.0-721 7 -disk 1.vmdk
Datastons dataston]

Provisioning type Thin

Metwark mappings VM MNetwork: VM Network

Guest OS5 Name Ubuntu Linux [§4-bif)

£ Do not refresh your browser while this VM is being depioyed.
L

Back | Next | Finish H Cancel

ESXi Management Interface - Ready to Complete
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Medium Capacity Appliance Configuration (cont'd)

The ESXi Management Interface displays the progress of the VM provisioning status.

vimware ESXi et @10 10181 - Help =

Q Swanch

w  Started w  Pesull &
TROITE 102358 =
G020 180817 [ J e
EMDE03T 180800 ) compwee nermmny
TRAET0E0 180230 ) Compleed mcramy
B0 175341 ) Covuid st

CRDET030 175300 0 Compleed mcoamiuty

ESXi Management Interface - VM Provisioning Status
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Medium Capacity Appliance Configuration (cont'd)

Upon successfully creating the VM, the ESXi management Interface updates.

vimware ESxi Foo@10.110,1.81 = Halgy = _

ESXi Management Interface - VM Provisioning Complete
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Medium Capacity Appliance Configuration (cont'd)

Use the Console within the ESXi Management Interface to review and record the assigned IP address.
Enter the UNUM login information:

e username-vcf
e password - changeme

and run the command:
ifconfig ethoO

The following screen is displayed. Take note of the assigned IP address.

)

Host
Manage

Monfior

B Wirtusal Machinss

Monitor
Mioire Vs
LY Storage

{ Hataarking

ESXi Management Interface - VM Console
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Medium Capacity Appliance Configuration (cont'd)

From a Terminal session enter the following commands:

ssh vecf@10.110.3.21 (example only) - Enter the IP address you previously recorded from the steps
above.

Enter the password: changeme

The following screen displays:

| N vef@unum: ~ — Pluribus Networks UNUM

ps@Paseo ~ % ssh vcf@l9,118.3.21
vef@gle.116.3.21's password:
Welcome to Ubuntu 16.84.6 LTS (GNU/Linux 4.4.8-143-generic xB6_64)

# Documentation: https:// help.ubuntu.com
* Management: https:f/landscape.canonical.com
* Support: https://ubuntu. com/advantage

152 packages can be updated.
97 updates are security updates.

New release "1B.04.3 LTS' available.
Run ‘do-release-upgrade' to upgrade to it.

Last login: Thu Feb 6 11:82:23 28628 from 18.148.8.167
To run a command as administrater (user “root"), use “sudo =command>".
See "man sudo_root™ for details.

$

SSH Terminal - VM Login
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Medium Capacity Appliance Configuration (cont'd)

OVA Files

Create alocal directory to hold the OVA files.

[ NN ) vef@unum: ~fova_files — Pluribus Networks UNUM

$ mkdir ova_files
$ cd ova_files
%

SSH Terminal - UNUM Create OVA File Directory

Move the previously downloaded OVA files on your PC to the local OVA directory created above.

® e vef@unum: ~fova_files — Pluribus Networks UNUM

$ mkdir ova_files
$ cd ova_files
m: $ 1s -1rt
total 7549684

=Pe=r==r== 1 vecf docker 48358608488 Feb 11 11:45 VNV-5818315465.0va
—-rw—r—r— 1 vcf docker 3659889488 Feb 11 11:15 UNUM-5.2.8-7217.11-st.ova

$

SSH Terminal - UNUM OVA File Directory
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Medium Capacity Appliance Configuration (cont'd)

Provision UNUM

To access the requisite installation scripts enter: cd  /home/vcf/srv/vef/bin/tools/cluster at
the command prompt.

| NN ] vef@unum: ~/srvfvef/bin/tools/cluster — Pluribus Networks UNUM

im: $ cd fhomefvef/srv/vef/bin/tools/cluster

§

SSH Terminal - Cluster Directory Scripts

Runthe . /unum_provision.sh script.

®C® vef@unum: ~/srvfvcf/bin/tools/cluster — Pluribus Networks UNUM

$ ./unum_provision.sh_

SSH Terminal - UNUM Provision Script
The following menu displays.

® e vef@unum: ~/srvfvef/bin/tools/cluster — Pluribus Networks UNUM
UNUM Deployment Menu

@: Exit

1l: Deploy standalone VM

2: Manage cluster

(8-2):_

SSH Terminal - Provision Menu
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NETWORKS

General Deployment Details and Management Scenarios

UNUM

1. Deploy VM.

2. EthO obtainsa DHCP IP Address.

3. Logintothe VM and set up the Ethl IP address.

4. Addvnv(s)as a Seed Switch for UNUM. Performed post vNV config/ setup.
VNV

1. Deploy VM.

2. Obtain vmgmtO IP address for vNV from DHCP.

3. Disconnect the Network adapter 1 on the VM.

4. Accept EULA.

5. If fabric name is specified: join fabric and errors out under the following conditions:

a) fabric doesn't exist or is not reachable or is running a different version

Provisioning Details and Steps for Inband Scenario
Configuration Steps for VEP

ESXi Configuration:
1. Create a Vswitch on the ESXi host with the following settings:

a) promiscuous mode enabled
b) allow forged transmits

2. Portgroupis created (with optional VLAN parameter; defaults to O (untagged))

3. Assign a vnic to the vswitch. This vnic is the physical port connected to the switch and needs to be
entered correctly by the user for configuration to succeed. Without this is the physical link, the vNV

cannot find the fabric to join.
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Medium Capacity Appliance Configuration (cont'd)

VNV Configuration:
1. vNV’s Network Adapter 3 assigned to this port group.

2. vdataO interface on vNV needs an IP address configured in the same network as the inband IP address of
the switch.

3. VNV should have web-enabled on data using: admin-service-show if mgmt web (same as the
management scenario).

UNUM Medium Capacity Appliance - Getting Started Guide - Copyright © 2022 by Pluribus Networks. All Rights Reserved. Page 48 of 101


https://www.pluribusnetworks.com

Medium Capacity Appliance Configuration (cont'd)

UNUM Deployment Menu

Select Option 1, Deploy Standalone VM.
Enter the requisite information for each configuration prompt. See details below.
In many cases use the default value by hitting Enter or Return.

You may use DHCP assigned values or enter static IP parameters as required.

Static IP Assignment

Enter static and then follow the onscreen prompts to complete the configuration.

® 09 vef@unum: ~/srvfvef/binftools/cluster — Pluribus Metworks

UNUM Deployment Menu
@: Exit
1: Deploy standalome VM
2: Manage cluster

(8-2):1

Enter IP provisioning scheme (static/dhcp): [dhcpl: static

Static Inputs

Please mote that all additional VMs (vNVs and/for data nodes) will be giwven successive IP addresses
Enter the first static IP im eth® IP/mask format: 18.118.1.62/22

Enter the domain name: pluribusnetworks.com

Enter the dns server IP: 18.135.2.13

Enter the gateway IP: 18.118.8.1

Enter number of UNUM VMs [1]: 1

Provisioning new UNUM + wNV

Enter desired ethl IPfethl mask for master [172.16.25@.15@/24]:
Enter absolute path of OVA: Shome/vcf/UNUM-&6.2.8-B382.19-st.ova
Enter ESXi server username [root]: root

Enter ESXi server password:

Unum Inputs
Enter UNUM VM MWame [unum-wvm]:
Enter ESXi server IP: _

SSH Terminal - UNUM Provisioning Static IP Parameters Example
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DHCP Assignment

Select the default dhcp and follow the onscreen prompts to complete the configuration.

® 9 vef@unum: ~[srvfvefibinftools/cluster — Pluribus Networks

UNUM Deployment Menu
@: Exit
1: Deploy standalone VM
2: Manage cluster

(8-2):1

Enter IP provisioning scheme (static/dhcp): [dhcp]:
Enter number of UNUM VMs [1]:

Provisioning new UNUM + wNV
Enter desired ethl IP/fethl mask for master [172.16.25@.158/24]:
Enter absolute path of OVA: _

SSH Terminal - UNUM Provisioning DHCP Configuration Example
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Configuration Script
After completing entering either the static or dhcp provisioning continue with the configuration script.

| NN vef@unum: ~/sryfvcf/bin/tools/cluster — Pluribus Networks UNUM

ESXi inmputs

Enter ESXi server IP: 18.118.1.61

Enter E5Xi server username [root]: root
Enter ESXi server password:

Validating inputs..

Available datastores: datastorel

Enter datastore: [datastorel]:

UNUM imputs

Enter UNUM VM Name [unum-wvm]:

Enter UNUM OVA: /home/vcffova_files/UNUM-5.2.8-7217.11-st.ova
Enter ethl IP/ mask for UNUM VM [172.16.2508.158/24]:

vNY inputs

Enter vNV OVA: /homef/vef/ova_files/WNV-5818315465.0va
Enter vNV VM password (to be set):

Enter number of vNVs [1]: 2

Inputs for wNV 1

Enter VM name for wav 1 [vnv-wm_1]:

Enter fabric to join on vNV 1 []: mgmt-ureg

Enter wNV connection mode for vnv-vm_1 - management/inband [management]:

Inputs for wNV 2

Enter VM name for wnv 2 [vav=vm_2]: inband_wvnv

Enter fabric to join on wNV 2 []: inband-ureg

Enter wNV connection mode for inband_wnv — management/inband [management]: inband

Enter vSwitch name for inband_vnv [vnv=vswitch_2]:

Available vmnics: vmnic@ wvmnicl vmnic2 vmnic3d vmnic4 vmnicS vmnicé vmnic7 vmnicB

Enter upto 2 wvmnicl(s) connected to inband-ureg separated by comma: vmnic2

Enter portgroup for vSwitch vnv-vswitch_2 [VmDataMet]:

Enter VLAN for port group[@/4@95/VLAN-ID]. Note setting VLAN to @ indicates Mone;4895 indicates ALL(@-4895) []

Enter inband IP/mask for inband_wnv: 172.18.281.181/24
SSH Terminal - UNUM Provisioning new VEP Inputs
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Medium Capacity Appliance Configuration (cont'd)

ESXi Inputs

e EnterESXiserverlIP:10.110.1.61 (example IP address)
e Enter ESXiserver username [root]: root

e Enter ESXiserver password: Enter your ESXi server password

UNUM validates the inputs.

e Available datastores: datastore1l

e Enter datastore: [datastorel]:

UNUM Inputs

e Enter UNUM VM Name [unum-vm]: Enter a name for the VM or use the default value.
e Enter UNUM OVA: /home/vcf/ova_files/UNUM-6.2.0-7217.11-st.ova (example version
number only)

e Enter ethlIP/mask forUNUMVM[172.16.250.150/24]: (default value)

VNV Inputs

e Enter VNV OVA: /home/vcf/ova files/VNV-6100315465.0ova (Example version only. The
version you use must match the Netvisor ONE OS version running on your switches.)
e Enter vNV VM Password: (The selected password must match password used on your switches.)

e Enter number of vNVs[1]: 2

Note: Switches must exist to create a fabric. Inband management only possible if switches exist.
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Medium Capacity Appliance Configuration (cont'd)

Inputs for vNV 1

e Enter VM name for vnv 1 [vnv-vm_1]: Enter name or use default value
e Enter fabric tojoinon vNV 1[]:mgmt-ureg (example only)

e Enter vNV connection mode for vnv-vm_1 - management/inband [management]:

Inputs for vNV 2

e Enter VM name for vnv 2 [vhv-vm_2]: Enter name or use default value

e Enter fabrictojoinonvNV1l[]:inband-ureg (example only)

e Enter vNV connection mode for vnv-vm_1 - management/inband [management]: inband

e Enter vSwitch name for inband_vnv [vnv-switch_2]:

e Available vmnics: vmnic0 vmnicl vmnic2 vmnic3 vmnic4 vmnic5 vmnicé vmnic?7
vmnic8

e Enter up to 2 vmnic(s) connected to inband-ureg separated by comma:vmnic2

e Enter portgroup for vSwitch vnv-switch_2 [VmDataNet]:

e Enter VLAN for port group [0/4095/VLAD-ID]. Note setting VLAN to O indicates None; 4095 indicates
All (0-4095)[]:

e Enterinband IP/mask forinband_vnv: 172.18.201.101/24
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Medium Capacity Appliance Configuration (cont'd)

Provisioning

After entering the requisite settings, UNUM begins the provisioning process and reports each
configuration step.

e vef@unum: ~/srvfvef/bin/tools/cluster — Pluribus Networks UNUM

Enter vNV VM password (to be set)
Enter number of wNVs [1]: 2

Inputs for wNV 1

Enter VM name for wnv 1 [wvav-vm_1]:

Enter fabric to joim on wNV 1 []: mgmt-ureg

Enter vNV connection mode for wnv-=vm_l - management/inband [management]:

Inputs for wNV 2

Enter VM name for vnv 2 [vav-vm_2]: inband_wvnv

Enter fabric to joim on wNV 2 []1: inband-ureg

Enter vNV connection mode for inband_wnv — management/inband [management]: inband

Enter vSwitch name for inband_wnv [vnv-vswitch_2]:

Available vmnics: wvmnicB wvmnicl vmnic2 vmnicd vemnicd venicS vmnich vmnicT? vmnich

Enter upte 2 vmnic(s) connected to inband-ureg separated by comma: vmnic2

Enter portgroup for vSwitch vnv—vwswitch_2 [VmDataMet]:

Enter VLAN for port group(@/4895/VLAN-ID]. Note setting VLAN to @ indicates Mone;4895 indicates All(@-4895) []

Enter inband IP/mask for inband_wnwv: 172.18.281.181/24

Thu Feb 6 11:22:58 PS5T 282@: Invoking provisioning script. Please wait

2020-02-06 11:22:50,800 setupInband INFO Setting up vSwitch wnv-vswitch_2 and portgroup VmDataNet on ESXi
18.118.1.61

2020-82-86 11:23:57,615 setupInband INFO vwSwitch vnv-vswitch_2 setup succeeded

2820-82-86 11:23:57,615 wvnvProvision INFO Deploying VM unum—wvm

2020-82-06 11:23:57,617 wvnvProvision INFO Deploying VM vav-vm_1

2020-82-86 11:23:57,619 wvnvProvision INFO Deploying VM inband_wvnv

2020-02-086 11:28:32,8B1 wnvProvision INFO Deploying VM unum—vm successful

2020-082-06 11:28B:45,578 wnvProvision INFO Deploying VM wvnv-=vm_1 successful

2820-82-86 11:28:47,B73 wvnvProvision INFO Deploying VM inband_wnv successful

2828-82-86 11:29:35,541 wnvProvision INFO eth@® IP for unum—vm on E5Xi heost 18.118.1.61 is 18.118.3.281
2020-82-06 11:29:47,501 wvnvProvision INFO Setting up vNV vnv-vm_1 as management

2020-02-06 11:29:49,806 wvnvProvision INFO 5Setting up vNV inband_wnv as inband

2020-02-06 11:32:22,134 wnvProvision INFO eth® IP for vav-vm_1l on ESX1i hest 18.1198.1.61 is 18.1198.8.216
28020-82-86 11:32:22,163 wvnvProvision INFO eth& IP for inband_wvnv on ESXi host 18.118.1.61 is 18.118.3.48
2020-82-06 11:32:34,883 wvnvProvision INFO Accepted EULA on 10.119.8.216

2020-82-86 11:32:34,111 wvnvProvision INFO Accepted EULA on 10.118.3.40

28020-82-86 11:32:36,498 wvnvProvision INFO Setting up vdata® IP address on 18.118.3.48 for inband connectiv
ity

2020-82-06 11:32:48,221 wnvProvision INFO Joined fabric mgmt-ureg successfully

2020-082-06 11:33:52,4084 wnvProvision INFO Joined fabric inband-ureg successfully

2020-82-86 11:34:39,635 wvnvProvision INFO Setting up ethl IP address on UNUM

2020-82-06 11:3B:18,733 wvnvProvision INFQO Setting up ethl IP address on UNUM complete

2020-02-06 11:40:33,829 addSeedSwitch INFO Ping from UNUM 19.110.3.201 to 19.110.0.216 successful
2820-82-86 11:48:37,558 addSeedSwitch INFO Successfully added VNV vnv-vm_1 as seed switch

SSH Terminal - UNUM Provisioning
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Medium Capacity Appliance Configuration (cont'd)

Optionally, monitor the provisioning from the ESXi Management Interface.

vimware EsXi

e 110. 181 - Halp ~

Q Swarch

a Provisioning VM
51 uram-ym
w1

1 inband v

Cusck filters. ..

w  Bahs
& Mo
& bor...
D Mer.,
& Mo

Lband space
11.51 GB
oB

oB

o

Task

T VADD
ot Yaps

Tmairoy
Briioen Gun
Dwatroy
Deairoy

Target
ApdinTed

LT

1 Prowisioning vid

N Peowigharing Vi

[ M-8 2800

2

g

LA

HHHE

ESXi Management Interface - Monitor UNUM Provisioning
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Medium Capacity Appliance Configuration (cont'd)

UNUM logs the provisioning output to the provision_1log file, which is available for subsequent review.

| N vef@unum: ~/srvfvef/bin/tools/cluster — Pluribus Networks UNUM

Inputs for wNV 1

Enter VM name for vnv 1 [vnv-wvm_1]:
UNUM Deployment Menu

@: Exit

1l: Deploy standalone VM

2: Manage cluster

(e-2):@

$ 1s
esxi_configs.py ) Py
esxi_configs.pyc pn_cl_provision.pyc
provision. log
: 5 interfaces L OVLiS10

\ mi $ cat provision. log
2020-82-86 11:22:508,800 setupInband INFO Setting up vSwitch vnw-vswitch_2 and portgroup VmDataMet on ESXi
18.118.1.61
2020-82-06 11:23:57,615 setupInband INFO wSwitch vnv—vswitch_2 setup succeeded
2020-82-06 11:23:57;615 wnvProvision INFO Deploying VM unum-vm
2020-82-06 11:23:57,617 wnvProvision INFO Deploying VM wvav-vm_1
2020-82-06 11:23:57,619 wvnvProvision INFO Deploying VM inband_wvnv
2020-82-086 11:2B:32,8B81 wvnvProvision INFO Deploying VM unum-vm successful
2820-82-86 11:2B:45,578 wvnvProvision INFO Deploying VM wnv-vm_1 successful
2020-82-06 11:28:47,873 wvnvProvision INFO Deploying VM inband_wnv successful
28020-82-86 11:29:35,541 wvnvProvision INFO eth® IP for unum-vm on ES5Xi host 16.118.1.61 is 18.118.3.281
2020-02-06 11:29:47,581 wnvProvision INFO Setting up vNV vnv-vm_1 as management
2020-82-06 11:29:49,806 wvnvProvision INFO Setting up vNV inband_wvnv as inband
2020-82-06 11:32:22,134 wvnvProvision INFO eth® IP for vav-vm_1 on ESXi host 18.1108.1.61 is 18.118.8.216
2820-82-86 11:32:22,163 wnvProvision INFO eth@ IP for inband_wnv on ES5Xi host 18.118.1.61 is 18.118.3.48
2020-82-06 11:32:34,883 wvnvProvision INFO Accepted EULA on 18.119.8.216
2020-82-06 11:32:34,111 wvnvProvision INFO Accepted EULA on 18.110.3.48
2020-82-86 11:32:36,498 wnvProvision INFO Setting up vdata® IP address on 18.118.3.48 for inband connectiwv
ity
2020-82-06 11:32:48,221 wvnvProvision INFO Joined fabric mgmt-ureg successfully
2020-82-06 11:33:52,404 wvnvProvision INFO Joined fabric inband-ureg successfully
2820-82-86 11:34:39,635 wvnvProvision INFO Setting up ethl IP address on UNUM
28020-82-86 11:3B:18,733 wvnvProvision INFO Setting up ethl IP address on UNUM complete
2020-82-06 11:40:33,829 addSeedSwitch INFO Ping from UNUM 10.118.3.281 to 18.118.08.216 successful
2020-02-06 11:40:33,832 wurllib3.connectionpool DEBUG Starting new HTTPS connectionm (1): 18.118.3.281:443
28020-82-86 11:48:37,556 wurllib3.connectionpool DEBUG https://18.118.3.2081:443 "POST /vcf-center/apisfswitch
HTTP/1.1" 281 Mone
2020-82-06 11:48:37,558 addSeedSwitch INFO Successfully added VNV vnv-vm_1 as seed switch
2020-82-06 11:41:49,873 addSeedSwitch INFO Ping from UNUM 10.118.3.2081 to 10.118.3.48 successful
2020-02-06 11:41:49,876 urllib3.connectionpool DEBUG Starting new HTTPS connectiom (1): 18.118.3.281:443
2020-82-086 11:41:58,76@ urllib3.connectionpool DEBUG https://18.118.3.2081:443 "POST /vcf-center/apifswitch
HTTP/1.1" 281 Mone
2020-82-06 11:41:58,761 addSeedSwitch INFO Successfully added VNV inband_wvnv as seed switch
2020-82-86 11:41:51,264 wvnvProvision INFO Provisioning completed successfully

SSH Terminal - UNUM Provisioning Log Output

Note: Once provisioning is complete, we recommend powering down the Provisioning VM.
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Medium Capacity Appliance Configuration (cont'd)

Autostart Settings for VMs

After deploying the VMSs, enable autostart in the event the ESXi host reboots to ensure the UNUM VMs
start as well.

From the ESXi Management Interface click Manage and choose Autostart.

vmware ESXi IGTILLE = | elp +

i Confgure g Deabie | (¥ Aefresh q
WAL TEChared w Ghuldown bobardor  ~  Auiosi... ~ SieMd_. ~ Beepd...
i Prossianing WM Sywiem cetait 1 1208 T
i U5 28000 Mot Apphoabin Lirwust 1208 s
3 v nband et Appkcatin Lirssat 1208 e
Casick fiters 3 e

Fl

Esxi Management Interface Configure Autostart

Click on Edit Settings and set Enabled to Yes.

/" Change autostart configuration
Enabled Oes  No
Start delay 120  :© |seconds
Stop delay |120  : |seconds
Stop action Power off y
Wait for heartbeat Yes @ No
Save | GCancel

Esxi Management Interface Enable Autostart
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Medium Capacity Appliance Configuration (cont'd)

Select the UNUM VM, click on Enable. Repeat the process for the vNV VM(s).

{% Enable 4 Start ea & Refresh | £F Actions Q, Searc

Virtual n Enable autostart for this virtual machine + Shutdown behavior -~ Autost.. ~ Startd... ~ Stopd.. «

5 Provisioning VM System default 1 120s 1208

& UNUM-5.2-800G System defaut 2 120s 1208

s vnv-inband Mot Applicable Linset 120s 1208
Quick filtters... . 3 items 4

Esxi Management Interface Enable Autostart All VMs
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Medium Capacity Appliance Configuration (cont'd)

VNV Configured Switch

Login to the newly configured seed switch using the mgmt-ip address: 10.110.0.216 (in this example) to
review the configuration.

ps@Paseo ~ % ssh network-admin@l@.110.8.216
The authenticity of host "18.110.0.216 (10.1190.8.216)"' can't be established.
ECDSA key fingerprint is SHA256:5+RNHHFaWYJdal5+8g]GB4VGMLEsgOo@4h@GHeVTLGo.
Are you sure you want to continue connecting (yes/no)? yes

Warning: Permanently added "18.118.8.216'

root@ureg-Skleaf6: ~ — Pluribus Networks UNUM

(ECDSA) to the list of known hosts.

Welcome to Pluribus Networks Inc. Metvisor(R). This is a monitored system.
ACCESS RESTRICTED TO AUTHORIZED USERS ONLY
x By using the MNetwvisor(R) CLI,you agree to the terms of the Pluribus Networks
x End User License Agreement (EULA). The EULA can be accessed via
http://www.pluribusnetworks.com/feula or by using the command "eula-show"
network-admingl®.118.8.216"'s password:

Last login: Thu Feb

6 11:32:34 20828 from 18.118.3.21

MNetvisor 05 Command Line Interface 5.1
Connected to Switch WVNV-5818315465; nv05 Identifier:@xc3ibcacd; Ver: 5.1.3-5818315465
CLI (network-admin@VNV-5818315465) > switch-setup-show

switch-name:
mgmt-ip:
mgmt-ip—-assignment:
mgmt-ip6:
mgEt-ipb-assignment:
in-band-ip:
in-band-1p6:
in-band-ip6-assign:
gateway-1ip:

dns-ip:
dns-secondary-=ip:
domain-name:
ntp-server:

ntp-secondary-server:

timezone:

date:

hostid:
location—1d:
enable-host-ports:
banner:

banner:

banner:

banner:

banner:

VNV-5818315465
18.116.0.216/16

dhcp

feB@: :640e:94ff: fecd:Badl/ /64
autoconf

169.254.2.1/24

feBO@: :640e:94ff:fecd 6753 /64
autoconf

18.1168.8.1

18.135.2.13

172.16.1.4
pluribusnetworks.com
@.us.pool.ntp.org
8.ubuntu.pool.ntp.org
America/Los_Angeles
2020-02-86,11:44:139
205245124

5

yes

* Welcome to Pluribus Networks Inc.

= End User License Agreement (EULA).

Metvisor(R). This is a monitored system.
* ACCESS RESTRICTED TO AUTHORIZED USERS OMLY
* By using the Metvisor(R) CLI,you agree to the terms of the Pluribus Networks

The EULA can be accessed via

# http://www.pluribusnetworks.com/feula or by using the command "eula-show"
CLI (network—admin@VNV-58108315465) =
SSH Terminal - UNUM Provisioning Show Switch Setup vNV Seed Switch

Login to the UNUM instance. Refer to the UNUM Installation & User Guide for more information on using

UNUM.
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Medium Capacity Appliance Configuration (cont'd)

The Topology dashboard displays the newly configured switches and vNV instances.
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UNUM Topology Dashboard - Post Provisioning

& orline
5L 3-50103 15455

# ondine

5.1 3-50103 15455

) weicome admin B
[ 7]
Settings b Legend
= ®
& Export
CPU S  Memory 5
L 0 i
BEW B EDM

Note: Refer to the UNUM Installation & User Guide for more information on using UNUM.

UNUM Medium Capacity Appliance - Getting Started Guide - Copyright © 2022 by Pluribus Networks. All Rights Reserved. Page 60 of 101


https://www.pluribusnetworks.com
https://techdocassets.pluribusnetworks.com

n NETWORKS

High Availability

Configuring UNUM to use VMware vSphere High Availability (HA)

Note: Appropriate VMware licensing required when using vSphere HA. VMware vSphere Enterprise
licensing recommended.

To fully utilize high availability for your UNUM instance, the general configuration process is as follows:

Create a DataCenter on the VMware vCenter, if a datacenter does not currently exist.
Create a VMWare Cluster.

Create a shared Datastore.

Migrate the standalone UNUM instance.

Migrate the standalone vNV instance.

Configure HA on the VMware cluster.

Validate the configuration in VMware and UNUM Database Health.

More detailed instructions are listed below in the Configure High Availability section.

The following series of illustrations are examples of a fully configured UNUM HA instance and using UNUM
to monitor cluster health.
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High Availability (cont'd)

Summary
The following HA example assumes a configuration of:

VEP Server One - configured on IP address 10.110.1.61.

VEP Server Two - configured on IP Address 10.110.2.29.

unum-vm - UNUM application instance running on Server One and fails over to Server Two as necessary.
vnv-vim_1l - Virtual Netvisor instance running on Server Two and fails over to Server One as necessary.

vSphere Client

o =1 . - c
H B 8 @ [ 10.110.1.61 = acrions~
(D wele-veanters pluribusnetworks com Surmmany sosnirtor Configura Penmissions. VMs Datastores Networks Lipdates
LA VEFC-Diakacenter
— = iy pErwmar Vibware ESXI, 6,70, 15160438 J -
VEP-Cluster s VER-4500 |
) B - - st T Wbz apeousty. i
0. THDLET Processod Tyhe Intel{F) Mean(R) D-245MT CPU @ 1 90GEHE
by
00229 - ogical Processars: 16 I
(B unum-vm = NCs » ———— s
o a virtiaal Machines: 7
B TN P tes
Slate Connected [ |
Lt 23 days waef 1
.
Hardware 2 Configuration
Tags Related Objects
Aasigned Teg Colnpry Crecriptien Clusier 8 WER-Clusher
Update Manager
Host Baseline Compliant (mever chisclond]
Compliance
HO R 1 iy
Procheck Remaciaficon STatus ursnpsn
Py
Recant Tasks Alarms
Task Target Simhis Dietalls Infist [ - Siart Completion Tims Sarver
0542
Deploy . J5M20N
LA woicwoentei pluribusnete Completed CTHTLYT VEPHE 5ms Lo PRt wielrve
plug-in 105209 AM
AM
L1 ania

Fully Configured High Availability UNUM Instance
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n NETWORKS
High Availability (cont'd)

VEP Cluster ESXi Hosts

e VEP Server One - configured on IP address 10.110.1.61
e VEP Server Two - configured on IP Address 10.110.2.29

vaphere Chent

= 3@ 1 - il ——
7] - : [ VEP-Cluster  acmions-
__ wofe-womnters plunbusnetworks com SuUmMemanry M cxr Configure Permissions HaEts g Datastores MNetworks Lipsdates
L VCRC-Diatacenier
10,190,161
0.n0.229 T Fik
B unum-vm Hama | . Starts v S Chastar Caniumad CHPU % v €8
O w1 -
o 1006 Conrecied < ormal 1 vEP-Chusber % |
00229 Canrseriad Meemal [V vEP-Cluster

Fully Configured High Availability UNUM Instance - Hosts

VEP Cluster Virtual Machines

e unum-vm - UNUM application instance running on Server One and fails over to Server Two as necessary.
e vnv-vm_l - Virtual Netvisor instance running on Server Two and fails over to Server One as necessary.

vSphere Client

B 2 B 3 [1 VEP-Cluster @ acmons »
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O vrvewm_ .
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B weneem_l Powered On Morma 72.08 GB 7208 GB 57 MHI 5.22 GB

Fully Configured High Availability UNUM Instance - Virtual Machines
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High Availability (cont'd)

UNUM Instance

The unum-vm shown currently running on Server One 10.110.1.61 and in vSphere HA protection mode (High
Availability).

Should this instance go down or offline the UNUM application switches over to run on Server Two
10.110.2.29.
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Fully Configured High Availability UNUM Instance - vSphere HA Protection Mode
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High Availability (cont'd)

Datastores

e Datastore-HC - shared instance used by UNUM HA and VMware Heartbeat.
e Datastore2-HC - shared instance used for VMware Heartbeat.

vaphere Client

O @ ! . O VEP-Cluster | acmiows ~
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Fully Configured High Availability UNUM Instance - Redundant Datastores

UNUM Database Health
In UNUM, Settings — Database - Health.

e 172.81.19.101 represents the health of the UNUM instance.
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Fully Configured High Availability UNUM Instance - Database Health
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High Availability (cont'd)

Configure High Availability (HA)

To configure HA refer to the following steps. The general process involves:

Creating a DataCenter on the VMware vCenter, if a datacenter does not currently exit.
Creating a VMWare Cluster.

Creating an NFS datastore.

Migrating the standalone UNUM instance.

Migrating the standalone vNV instance.

Configuring HA on the cluster.

Validating the configuration and Database Health.

NogsrwWwNE

Create Data Center on vCenter
If a datacenter does not exit you must create a new datacenter.

Right-click on the vSphere instance and select New Datacenter.

vm vSphere Client

5] = s 7 vcfc-vecenter6.pluribusnetworks.com ACTIONS
(3 vcfc-vd BU... M... Con.. Perm... Data... Hosts &.. Wh Data...
1 ﬂ Actions - vefc-voanter B pluribusne tworks.com
1 VCF
[l o( [B New Datacenter... Virtual Machines: 13
ﬁ Hosts: &
- Y [ New Folder
7w
G Export System Logs...
H b+ Assign License...
!
- ags ustom Attributes "
l]_ﬂ.‘_ T & C Attri
5 ssi
I'_i Aok Parmstssion. Custom Attributes P Tags
"
Alanms Attribute alue Assigned Tag
Update Manager L3

UNUM HA - Add New Datacenter
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High Availability (cont'd)

Enter the name for the new datacenter.

New Datacenter

Mame

Location:

Click OK to continue.

WCFC-Datacenter

ﬂ vefo-veenterg.pluribusnetworks.com

UNUM HA - Add New Name

The new datacenter appears in the dashboard.

wvm  vSphere Client

o 3

[ vele-woantent. plialusnatwarks. com

L8 WOFC-Dratacentsr

7 vcfe-veenters.pluribusnetworks.com ACTIONS

Su L] Coni Parm Crata Hosis & Wi Dats

Wirtual Machines

| HGaRs

UNUM HA - New Datacenter Dashboard

Mt Lirked wCanter Exte U

T mpaity. 308 1.7 O

EI:-' EII'-
43 U C
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High Availability (cont'd)

Create VMware Cluster

Create a VMware cluster under the new datacenter by selecting the datacenter. Right-click and select New

Cluster.

vm vSphere Client Menu

8 9

—

A ﬂ vefo-veoenterg.pluribusnetwaorks.com

M VOFC-[atacantar

Recent Tasks
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Actions - VCFC-Datacenter

+] Add Host...

?@ Mew Cluster...
Mew Folder
Distributed Switch

Eﬂ Mew Virtual Machine...

"i:i Deploy OVF Template...
Storage
Edit Default YM Compatibility...

g2 Migrate WMs to Another Network...
Move To...
Rename...
Tags & Custom Attributes
Add Permission...
Alarms

¥ Delete

Update Manager

UNUM HA - Create Cluster
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High Availability (cont'd)

Enter a name for the new cluster.

New Cluster VCFC-Datacenter ¢
Name VEP-Cluster]
Location VCFC-Datacenter
(@) vSphere DRS »
(1) vSphere HA »

v3AN C’

These services will have default settings - these can be changed later in the

Cluster Quickstart workflow.

UNUM HA - New Cluster Name

Click OK to continue. The new cluster appears in the dashboard.

vm vSphere Client Menu

8 9 VCFC-Datacenter
v [J vcfc-vcenter6.pluribusnetwarks.com Summary Monitor Configu
v [ WCFC-Datacenter
Hosts:
> I[]l vEP-Clust
Hster Virtual Machines:
Clusters:
Metworks:
Datastores:

UNUM HA - New Cluster in Dashboard
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n NETWORKS
High Availability (cont'd)

Add Primary Hosts
Power off the deployed VMs before processing.

Highlight the new cluster and right-click and select Add Hosts.

vm vSphere Client Menu

e

A ﬂ vefo-voenterg. pluribusnetworks.com
v [ VCFC-Datacenter

v [ VEP-(

Actions - VEP-Cluster
*] Add Hosts...

Eﬂ Mew Virtual Machine...

oy
)

UNUM HA - Add Hosts
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High Availability (cont'd)

Add Primary Hosts Servers One & Two.

Enter the IP Address, username and password for each node.

Add hosts

1 Add hosts
2 Host summary

3 Ready 1o complete

Click Next to continue.

Review the Host Summary.

Add hosts

1 Add hosts
2 Host summary

3 Ready to complete

Add new and existing hosts to your cluster

MNew hosts (2) Existing hosts (O from O)

Use the same credentials for all hosts

1006 admin_account

100229

UNUM HA - Add Hosts Details

Host summary

Hiostnamas f P Address T ESX ‘Version
4 10.710.1L61 6.7.0
-, -
10.110.2 29 6.7.0

Click Next to continue and review the entries.

CAMCEL

Model

DELL VEP-4500

DELL VEP-4600

NEXT
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High Availability (cont'd)

Add hosts Review and finish
1 Add hosts ':E' Hosts will anter maintenance mode before they are moved 1o the chuster. You might nead to aither power off or

megrate powered on and suspended virtual machnes

2 Host summary £ new hosts will be connected to vCenter Server and moved to this cluster
151503161
3 Ready to complete 1010229

CAMCEL BACK m

UNUM HA - Add Hosts Finish

Click Finish to add the new hosts.

The hosts appear in the dashboard.

F A = = p—
L r J 0 VEP-Cluster  acmions =
[ welc-weentent plurusnetwarks, com Summary Mionitor Configure Permissions Hosts VMs Datastores Matworks Updates
L8 WEFC-Datacener
Tatal Processons % " Vrma 29042 (il
j VEP-Cluster r Tatal wMaotion Migrations: O 1
010 1LET ot L - "
J Bl = ]
annes —5 3 —_—
—
[ UM %M - st 73 EY GR apaity TS5 M 08
{5 wnre-vm_1 — . .57 T8
bt 809 TH - BT TE

UNUM HA - Hosts Dashboard
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High Availability (cont'd)

Add NFS

Configure the VMWare Cluster to use the shared datastore.
The example below shows how to configure for NFS,the shared medium we have chosen:

Create a new NFS datastore under Cluster - Storage - New Datastore.

New Datastore

1Type Type

2 Select NFS version Specify datastore type.

3 Name and configuration

4 Host accessibility VMFS

5 Ready to complete Create a VMFS datastore on a disk/LUN.
O NFS

Create an NFS datastore on an NFS share over the network,

Wil

Create a Virtual Volumes datastore on a storage container connected to a storage

provider,

UNUM HA - Create Datastore
Click on Next.
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High Availability (cont'd)

Enter NFS type and details.

New Datastore

+ 1Type Select NFS version
2 Select NFS version MFS Wersion

3 Name and configuration

4 Host accessibility O NFS3

5 Ready to complete MFS 3 allows the datastore to be accessed by ESX/ESXi hosts of version earlier than
6.0
MFS 4.1

MFS 4.1 provides multipathing for servers and supports the Kerberos authentication

protocol

UNUM HA - Create Datastore NFS Type

Click on Next.
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High Availability (cont'd)

Enter the details, including Name, Folder and Server.

New Datastore

v 1Type Name and configuration

" 2 Select NFS version Specify name and configuration.
3 Mame and configuration
4 Host accessibility (@ If you plan to configure an existing datastore on new hosts in the datacenter, »
5 Ready to complete it is recommended to use the "Mount to additional hosts" action from the

datastore instead.

NFS Share Details

Datastore name: Datastore-HC
Folder: fmnt/nfs_3.58/

E.a: fvols/volD/datastore-001
Server: 10.110.3.50|

E.g: nas, nas.it.com or 192.168.0.1

Access Mode
Mount MFS as read-only

CANCEL BACK

UNUM HA - Enter Datastore Details

Click on Next.
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High Availability (cont'd)

Select all hosts in the cluster.

New Datastore

¥ 1Type Host accessibility
+ 2 Select NFS version Select the hosts that require access to the datastore.

+ 3 Mame and configuration

J e
4 Host accessibility /] | Host Cluster .

5 Ready to complete [ 1omo01861 ] verCluster

[ 10m0.2.29 [ ver-Cluster

2 items

CANCEL BACK NEXT

UNUM HA - Select Host Accessibility

Click Next to continue.
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High Availability (cont'd)

Review all details and click Finish to complete the datastore configuration.

New Datastore

+ 1Type Ready to complete
+ 2 Select NFS version Review your settings selections before finishing the wizard,

+ 3 Mame and configuration

+ 4 Host accessibility General
Type: MFS 3
MNFS settings
Server: 10.110.1.61
Folder: fmnt/nfs_3.58/
Access Mode: Read-write

Hosts that will have access to this datastore
Hosts: O 1010161
[[] 1omo229

CANCEL BACK |

UNUM HA - Complete New Datastore

Note: Repeat the New Datastore process and create a second datastore for redundancy. For example,
Datastore2-HC.
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n NETWORKS
High Availability (cont'd)

Migrate UNUM Instance

You must migrate both the unum-vm and vnv-vm_1 instances to the clustered datastore. This is performed
in two separate steps.

The examples below illustrate migrating the unum-vm instance.

vSphera Client

| 2 | S UNUM=vm ¥ F U ACTIONS =
(7] velc-woentent pluribus networks. com Surmmarny MOTor Configure Pefmissions Datastores MeTworks Updates
WOFC-Datacenter
[ VEP-Cluster Guest 05 Jounty Linux (54 -kt E_'I S A GE
Compatibity ESXi 5.1 and lafer (WM wersiocn 9)
B . € \ 456 MHz
Wikbware Tools: Aunning, version 10304 (Guest Managed
W02, 29 Mars bl ME MO LSAGE
B umom DNS Mame:  unum @ 3s84c8
P Addresses 172 IR2811

¥ vrr-vm_l ; _
View all 3 P addresses

aunch Wb Console B 664.09 GB

L ek RE)
Launch Remote Console

A

WM Hardware Motes
= ] B CPLIE)
Custom Attributes
H'I'ﬁl}llf [ B4 GH. 1 B4 GB mamiry SCtive
Any ke Wi s
Hard disk 1 600 GB
Retwork adapter 1 WM Mebwork (cohnected)

Hetwork adapter 2 WM Helwork [Connecled)

Hetwork adapter 3 WM Network (connected)

UNUM HA - Dashboard - Ready for Migration
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n NETWORKS
High Availability (cont'd)

Power Off the unum-vm and vnv-vm_1 instances before proceeding.

wm  vwSphere Cllent

&0 g 1 = fh unum-vm s ¥ 5 b ACTIONS =
(7 welc-wcentert plunibusnetwarks.com Surmmary Monitor Canfigure Permissions Datastones Metwarks Updates
N WOFC-Datacenter
. Guest 05 Libianty Lingx (G4 -hit) OB LS A GE
[ veP-Cluster
) Compatibiity ESX| 5.1 and lafer (WM warsicn ) 'D H?
[ 10061 Viware Tools Mot running, version:10304 (Guast Managed)
rad Ol - -
B wnez.z9 e Powered More info o MEMDEY LISAGE
= — DS Hame L —~ OB
[ unurm-sm —
— P Addresses ETORACE LIEAL
e 1 - -1 1 AaT Uasioc
Y-y -
} Host 10,190,161 600 GB

Launch Remote Consale if) .n.

UNUM HA - Dashboard - Power Off PN-Unum-main

Right-click on the unum-vm instance and select Migrate.

vm vSphere Client Menu v

g2 9 &1 unum-vm

“ [ vcfe-veentes summary Monitor

ﬁj Actions - unurm-=vim
v [ vCFC-Dat

v [Jvep-cif  Power "
[ 10.1¢ Guest OS r P d Off
g o owere
Snapshots ¥
(1 unun
51 vnv- ®f Open Remote Console
(5 Migrate... Launch Remote Console
Clone r

UNUM HA - Dashboard - Migrate
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High Availability (cont'd)

Select Migration Type

Choose Change Storage Only and click Next to continue.

unum-vm - Migrate

1 Select a migration type Select a migration type WM origin ©

2 Select a compute resource  Change the virtual machines’ compute resource, storage, or both.
3 Select networks

4 Ready to complats Change compute resource only

Migrate the virtual machines to another host or cluster.

0 Change storage only
Migrate the virtual machines' storage 1o a compatible datastore or datastore cluster

Change both compute resource and storage
Migrate the wirtual machines to a specific host or cluster and their storage to a specific datastore or datastore

cluster.

UNUM HA - Migrate - Change Storage Only

Select the Datastore for the migration.

unum-vm - Migrate

" 1Select a migration type Select storage WM origin @O

2 Select storage Salect the destination storage for the virtual machine migration.

3 Ready to complate
Configure per disk (_JJ

Select virtual disk format: Thin Provision

WM Storage Policy Keep existing ¥M storage policies - J
Marmie Capacity Provisioned Frae Type Cluster
|- Datastare-HC 375 T 434,26 GB 336 TBE MNFS vdl1
[ Datastore2-HC 23378 B40.09 GB z2NnTe MFS v3

Compatibiity

" Compatibility checks succeeded.

CANCEL BACK NEXT

UNUM HA - Migrate - Select Storage for Migration

Click Next to continue.
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High Availability (cont'd)

Ready To Complete

unum-vm - Migrate

" 15elect a migration type Ready to complete WM origin @©

+ 1 Select storage “ferify that the information is correct and click Finish to start the migration.

3 Ready to complete

Migration Type Change storage. Leave VM on the original compute resource
Wirtual Machine UMLIM=Ym

Storage Datastore-HC

Disk Format Thin Prowvision

CANCEL BACK m

UNUM HA - Migrate - Ready To Complete Migration

Click Finish to begin the migration.

Progress is monitored in the dashboard.

vSphere Client

| P E| - B unum-vm b ¥ & O ACTIONS =

(' velc-woentent pluribus networks. com Summary Manitor Configure Permissions Datastores Networks Updates

L8 WOFC-Dralacemar

[ VEP-Cluster Guiesl O Uity Linus (Gd-56Et) CPU USAGE
' o Compatiblity:  ESXI 51 and later (WM version 3) O
1010161 0 Hz
Viware Tools Mot running, verson K304 [Gues! Managed)
10.110.2.29 Cra—_—". piore infe MEMORY USAGE
() unumewm DM Mame wnum - 0B
T vrvewm_1 . F Addresses STORAGE LISASE
Host BO.MG.LET | EOG GB
WM Hardware - Motes o
CPU B CPUs)
Custom Attnibutes
Recent Tasks Alarms -
Tsk .. ~  Taigel v Sastun Delalls ~ letisl. ~ Ousu. ~ Stef,. ~ Completion Time Barar
Relocabe OS2
-
wirtual (11 unum-vm ] £ A WEPHF Ams #0153 wietc
R P

UNUM HA - Migrate - Migration in Progress
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n NETWORKS

High Availability (cont'd)

Repeat the process to migrate the vhv-vm_1 instance.

After migrating both the unum-vm and the vnv-vm_1 instances, Power On both instances.

vSphera Client

i 2 ] B UnNUM-=vm vV 5 L ACTIONS =
] wele-weenten plunibus retwarks. com SUMmmany MGG Configure PafTIE SIS Diatastores Matearks Updates
WOFC-Datacenter
- Guest 05 Jowanfu Lings (G4 -bit A G
P VEP-Clhuster
Compatibiity: ESXi51and lafer (WM version 9) |:| O Hz
WNoLEY r - F— . i
. vikbware Tools: Mot running, version 10304 [ Guest Managed
1010229 More info oo ME MY
[ UM% = n . DG Mame e OB
. P Addresses . .
e vrrv-vm_1 s TORAGE LSA
o/ 110016
aunch Web Console 'I"-:jd GB
Launch Remcte Console ) .C‘
Recent Tasks Alarms
—_—
Tmnk Targst Stmtun Detaily Inkiat [= ) Start Compistion Time Sl
Povear
LE Ty B
OF D548201, 2730
1 wereven_1 Camphites WEPHE 118 730
virtual Y]
Fh
maching

UNUM HA - Migrate - PN-Unum-main Powered On
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High Availability (cont'd)

Configure HA on VMWare Cluster

Setup HA on VMware Cluster (if not previously configured).

Click on Configure - vSphere Availability - Edit.

1 VEP-Cluster  AcTIONS ~

Summary Maonitor Configure Permissions Hosts VMs Datastores Natworks Updates

v Services vSphere HA is Turned OFF

vSphere DRS
vSphere Availability

+ Configuration

Runtime information for vSphere HA is reported under vSphere HA Monitoring

Proactive HA is not available

To enable Proactive HA you must also enable DRS on the cluster.

Quickstart
Genaral Failure conditions and responses
Licensimg Fallure Response Details
Wiware EVC vSphers HA disabled. VMs are not
VM/Host Groups Host fallure 0 Disabled restarted In the event of a host
WM/Host Rules fallure.
VM Overrides Proactive HA @ Disabled Proactive HA 15 not enabled
Host Options vSphere HA disabled. VMs are not
Host Profile Hiret lenlatinn i Cieskiod ractartad In tha auant nf a hast
I/C Filters

- Maore Admission Control Expand for details
Alsem Darfiniticns Datastore for Heartbeating Expand for detais
Scheduled Tasks

 VSAM Advanced Options Expand for advanced options

Services

UNUM HA - Configure vSphere HA
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High Availability (cont'd)

Select vSphere HA to On.
Edit Cluster Settings  VEP-Cluster X
vsphere HA () —
Failures and responses Admission Control Heartbeat Datastores Advanced Options

You can configure how vSphere HA responds to the failure conditions on this cluster. The following failure conditions are

supported: host, host isclation, VM component protection (datastore with PDL and APD), VM and application.

Enable Host Monitoring 1 )

» Host Fallure Response | Restart WMs 'I

> Response for Host Isolation | Disabled -l

> Datastore with PDL | Disabled =]

> Datastore with APD | Disabled -
> VM Monitoring | Disabled -]

UNUM HA - Configure vSphere HA On
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High Availability (cont'd)

Disable the Admission Control setting.

Edit Cluster Settings  VEP-Cluster X

viphere HA D

Failures and responses Admission Control Heartbeat Datastores Advanced Options

Admission control is a policy used by vSphere HA to ensure failover capacity within a cluster. Raising the number of potential

host failures will increase the availability constraints and capacity reserved.

Define host failover capacity by Disabled EI

=y

UNUM HA - Configure vSphere Admission Control - Disabled
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High Availability (cont'd)

Select Heartbeat Datastores.

Edit Cluster Settings  VEP-Cluster X

vSphere HA (]

Faillures and responses Admission Control Heartbeat Datastores Advanced Options

vSphere HA uses datastores to monitor hosts and virtual machines when the HA network has failed. vCenter Server selects 2
datastores for each host using the policy and datastore preferences specified below.

Heartbeat datastore selection policy:

Automatically select datastores accessible from the hosts
O Use datastores only from the specified list

Use datastores from the specified list and complement automatically if needed

Available heartbeat datastores

Mama Datastore Cluster Hosts Mounting Datastore ..
[ Datastore2-HC MN/A 2
[ Datastore-HC N/A 2

UNUM HA - Configure vSphere Heartbeat Datastores

Click on OK.
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High Availability (cont'd)

HA Configuration Validation

The Recent Tasks pane shows that HA configures successfully on the hosts and when HA is configured on

the VMware cluster.

Recent Tasks Alarms
Task .. ~ Taeget

Config

vaphere @ wmnozzs
HA

Config.

wSphera [ wmoas
Recent Tasks Alarms
e ——

Config

Epners B womozze
Hsl

Conllg

vEphene BT

Statas
I 0%
|

[

w' I pmplated

" Completed

50%

UNUM HA - Configuration Validation

UNUM HA - Configuration Validation - Complete

Initial.

System

Sy

Initimt.

Syt

Gysiem

Gusu

2ms

05 F
22409

OS5

2408

OS5
3405

o587
2209

Compiation Time

Completion Time  ~
OSM420T, 32430

P

0542021, 224:30
Pl

Servar

WEfC-wE

wrlC-we.

wilc-we

wefc-we

UNUM Medium Capacity Appliance - Getting Started Guide - Copyright © 2022 by Pluribus Networks. All Rights Reserved. Page 87 of 101

o

«


https://www.pluribusnetworks.com

n NETWORKS
High Availability (cont'd)

The VM on Shared Storage shows HA protected.

Fl ¥ UNUM=¥m oW

puiibity.  LSH e ol ve [] B55 MHz
W 25368

ncn vea Caram : =i 15.24 GB

ol sy we bl
Pl it s § ¥ FRe—
Pl ity sl | W b T
CEEE ok |

Wk caid & bl

WA dev e

L NN N

UNUM HA - Configuration Validation - vSphere HA Protection Enabled
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n NETWORKS
High Availability (cont'd)

High Availability Validation after Fail-over

In the following examples, the UNUM unum-vm instance runs on one server while the vnv-vm_1 instance
runs on the second server. This instance is HA protected.

vSphere Cllent

H @ 5 : £ unum-vm ¥ oL ACTIOHS =

viio-woentert plunbusretworks. oom Summary Monitor Configure Permissions Catasiones FETWOTES Updates
L WOFC-Datacenter

. Guest 05 Libsmbu Linu (64D (=] AIGE

[ veP-Cluster
_ Comipatibdity ESXI 5.1 and laker (WM wersicn ) D B55 MH
1010 L6 Viware Tools: Running, wersion: 10304 (Guast Managed
6,110,228 Mora info — MEMICRY USAGE
5 unume-wm DNS Name LT - 27.52 GB
. P Addresses: 17282511 DA | A
£ vmewm_1 e STORAGE LUSAGE
L = 3 : 1.1
aunch Wb Console . 4 TR0 L8 15.24 GB
cint 0,180,116

aunch Remate Cansale

O &
UNUM HA - Configuration Validation - Example - Healthy Cluster

Server One running UNUM instance.

vm  vsphere Client

1 r. I : £ 1010161  acnows~
—
{3 wofc-voenters piuribusnet work s Com SUFTIMAary LS T Tl Confgurs Prenmissions. Wiy Datastornes MNetworks Lipdates
I WCFC-Diatacentar
[ VEP-Cluster Wirtual Machines Wi Templates
O] w106
1 a6 13 aQ
L 0.1 229 T
CF Unm-vm
= . Hama | Siale Tasus Prinvdaieit Spais Uad Space Hiwid TP Hosy Mrs
% V- -
B UNUET-Ym Powered O Blorma 600 GB 15.74 GB G465 M-z 3793 GB

UNUM HA - Configuration Validation - Example - Healthy Cluster - Server One - UNUM Instance

Server Two running vNV instance.

vSphere Client

a ! 2 1010229  acmions -

[ velc-woantent. phaibusnetworks.com Summary Monitor Configure Permissions VMs Datastores Networks Lpdates

Ll WOFC-Datacenter

WN0LEN
noe s T
[ L=
5 MNaws 7 Slate Slaitus Proviished Space Usad Space il P Hout e
(% viv-ym_1
(i vme-vm_1 Poranired On NG T 408 29908 37 MHZ 278 B

UNUM HA - Configuration Validation - Example - Server Two - vNV Instance
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n NETWORKS
High Availability (cont'd)

Server One (10.110.1.61) then becomes unresponsive or is rebooted. The unum-vm instance is now running
on Server Two (10.110.2.29) along with the vnv-vm_1 instance.

vSphere Client

B P | ’ 10.110.2.29 ACTIONS

] vele-woantent pluniBusnetworkd,. com Summany Monitor Configung e IS Shoins WS Datastores MNatworks Lipdates

0 WOFC-Datacenter

[l VEP.-Chustes wirtual Machires BOCRE G

& 10.N0LEN (Mot responding)
0N02. 39

- T
L uPam-yer
= LT T Slate Slatus Provamned Space Lhiad Space il CPU Hout e
[ wnewewm_1
[ LPaimi-r Porgrend On W M TP 600 GEB 15.38 GB By Ml T 38.0%5 GE
@ vyl Powered On W' N 40 GA 589 GB 57 MHE 518 GBE
[ Export 1 mems
Recent Tasks Alarms ¥
—
Tmsk Targed SaTan Deetailn Inftis [= 0T 1) Start Compistion Time Sebrver
Canfig 053
DSM4Z01, 3I&35
wSahere WnHnLe1 B Camnot contact the specied hos PONOLET The host mry not be sl Sy Ehim ims 14800 wiele-ve
o T]
A P
Initinte 052
A0, BT
hiosi OnoLsl Complated WSPHE 2 ms I3 wiCHC-WE
P

UNUM HA - Configuration Validation - Example - Cluster Instance Failed or Rebooted

You can confirm the UNUM instance is running on the second host (10.110.2.29), Server Two, in the same
VMWare Cluster.

When Server One returns online, there are now no vm instances running on the server. All instances are
running on Server Two.

vSphera Client

a ' [ 1010161 | Acmows~
(7] velc-woentent pluribus networks. com Surmmary MOnitor Configure Pefmissions Wkig Datastornes Melworks Updates
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.- st Virtual Machines VM Templates
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UNUM HA - Configuration Validation - Example - Cluster Instance Failed Over
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High Availability (cont'd)

UNUM Database Health - High Availability Validation after Fail-over

In UNUM, Settings — Database — Health monitor the datanode status.

Doshboards - Monoger - Analytics - Alert=Feports ‘ Gmm codman = n
Settings  Server Certificates  Auth Server License Maonage Users Archiver Projects Auditlogs Dat Install X-Pock License @
Clusters / vcf-es-cluster f Elasticsearch I 10seconds € (O Lastihour »

Overview Indices MNodes

Nodes:  Indices: Memory: 631MB / Total Shards:  Unassigned Documents: Data: Uptime: 19 Version: Health:
1 17 20G8 106 Shards: 53 37,132 17MB minutes 54.1 Yellow
Nodes  Filter Nodes 1af1
Name |E Status CPU Usage Load Average MM Memaory Disk Free Space  Shards
* o 033%t1 0341 2%l 493.2 GB| 53
1?2*fa1‘1 2.101 Online 14.33 % max 14.24 max 4 % max 453.2 GB max
172.81.19.101:9300 0 % miin 0 mmin 0% min 0.0 B min

UNUM HA - Configuration Validation - Example - UNUM Datanode Status
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n NETWORKS
Submitting a Service Request

Pluribus Software Support

For Pluribus software support, you can purchase optional support contracts from your partner, reseller, or
Pluribus Networks.

Purchasing a support contract from a local partner is sometimes preferred due to geographical or language
requirements.

Please contract your local partner to better understand the available service programs and pricing.

If you purchased a Pluribus FreedomCare maintenance agreement, you can contact Pluribus Networks
directly for support requirements.
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Appendix A

UNUM Login

1. Login - If desired to set a static IP for Pluribus UNUM, log into the VM via the console with the
credentials vef /changeme.

eCe vef@unum: ~ — Pluribus Networks UNUM

pluribus %$ssh vcf@ld.118.3,.32
vcT@le.118.3.32"'s password:
Welcome to Ubuntu 16.84.5 LTS (GNU/Linux 4.4.@8-135-generic xB6_64)

* Documentation: https://help.ubuntu.com
= Management: https://landscape.canonical.com
* Support: https://ubuntu. com/advantage

197 packages can be updated.

136 updates are security updates.

Last login: Mon Jul 20 @8:50:15 2020 from 18.148.08.89
! § .SUNUM_setup.sh_

UNUm Console Login Screen

2. Run . /UNUM_setup.sh:

e vef@unum: ~ — Pluribus Networks UNUM

UNUM: Installationm Setup
Version: 6.2.8-5NAPSHOT-B198
Template Version: ubuntu-16.04-p5-st
Machine ID: E4C272AF-TB52EB26-BBFEGF99-CBGB5EEE

B: Exit
: Configure UNUM IP
: Configure date/time
: Start UNUM
: Stop UNUM

: Tech Support
: Status Check
: Advanced Settings
Configure SNMP community String

@
1
2
3
4
5: Upgrade UNUM
&
7
B
9:
18: Execute Custom Ansible Playbook

(8-18):_

Run UNUM_setup.sh Script
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Appendix A (cont'd)

Configure UNUM IP

You may now configure the Host IP by selecting Option 1. Follow the on-screen instructions for entering the
Host IP address.

Note: Before you can configure or edit UNUM IP Addresses, you must first stop UNUM using Option 4.

®C® vef@unum: ~ — Pluribus Networks UNUM

UNUM: Installation Setup
Version: &.2.8-SNAPSHOT-B198
Template Version: ubuntu-16.84-p5-st
Machine ID: E4C272AF-7B52EB26-BBFEGF99-CBGBS5EEE

Exit

Configure UNUM IP

Configure date/time

Start UNUM

Stop UNUM

Upgrade UNUM

Tech Support

Status Check

Advanced Settings

Configure SMNMP community String
B: Execute Custom Ansible Playbook

" H
1:
2:
3
4:
5t
H
T
B:
q:
1

(e-10):4_
UNUM Options Menu - Stop UNUM

vef@unum: ~ — Pluribus Networks UNUM

UNUM: Installation Setup
Version: &.2.@0-SNAPSHOT-8198
Template Version: ubuntu-16.84-p5-st
Machine ID: E4C272AF-7B52EB26-BBFEGF99-CBGBS5EEE

@: Exit

1: Configure UNUM IP

2: Configure date/time

3: Start UNUM

4: Stop UNUM

5: Upgrade UNUM

6: Tech Support

7: 5tatus Check

B: Advanced Settings

9: Configure SNMP community String
1@: Execute Custom Ansible Playbook

(e-1e):1_

UNUM Options Menu - Configure IP
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Appendix A (cont'd)

Configure UNUM IP (cont'd)

vef@unum: ~ — Pluribus Networks UNUM
UNUM: Configure UNUM IP Menu

: Main Menu

: Change interface IP

: Configure docker@ IP

: Configure vcfnet network

(@-3):_

UNUM Configure UNUM IP Menu
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Appendix A (cont'd)

Configure UNUM IP (cont'd)

| NN vef@unum: ~ — Pluribus Networks UNUM
UNUM: Configure UNUM IP Menu

: Main Menu

: Change interface IP

: Configure docker@ IP

: Configure vcfnet network

(8-3):1

Configure Host IP Address:
This step is needed the first time that the UNUM OVA has been installed.

WARNIMNG: If UNUM is currenmtly running im a clustered environment, the IP

change can disrupt service and any remote node including Elasticsearch and PCAP
agent may need to be re-provisioned. UNUM must be restarted after changing

the IP address.

(Note: Unless you are on the server console, your current connectiom will be lost.
You will need to re-connect using the new IP address.)

Continue? ([Y]les or [N]le) [Yes]: ¥

Enter interface [eth@]:

Enter ip address [18.118.3.32]: 18.118.3.32

Enter network mask [255.255.252.@]: 255.255.252.0

Enter gateway []: 18.118.8.1

Enter domain search list []: pluribusmetworks.com

Enter DNS name servers separated by space []: 18.28.4.1_

UNUM - Configure Host IP

Note: Please review the following usage information regarding the Ethernet adapters used by UNUM:

EthO: used for management, GUI (user interaction) and data collection via Netvisor REST. This
interface uses DHCP by default.
Ethl: used for internal system communicationis setto IP address 172 .16.251. 1 by default.

WARNING! If you change the IP address of Ethl in a cluster configuration, you disrupt
normal operations. Please contact Pluribus Networks Technical Support if you need or
want to change the Ethl address in a cluster configuration.

Eth2: <Optional>used to connect a Seed Switch or Fabric via an inband connection.

UNUM Ethernet Adapters Usage Table
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Appendix A (cont'd)

Configure DockerO IP

UNUM uses a default docker IP address 0f172.17.251.1/24 for internal communication.

Warning: In the majority of deployments, there is no need to change this address.

However, if you use the default range as the UNUM management network there could be network conflicts
within your network. Therefore, you have the ability to modify the dockerO interface IP address using
Option 2 - Configure dockerO IP.

® 08 vef@unum: ~ — Pluribus Networks UNUM
UNUM: Configure UNUM IP Menu

: Main Menu

: Change interface IP

: Configure docker@ IP

: Configure vcfnet network

(8-3):_

UNUM - Configure DockerO & VCFnet Bridge IP

Select Option 2 - Configure dockerO IP.
Enter the desired IP address range and mask. (Shown below as example only.)

Enter the sudo password.
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Appendix A (cont'd)

UNUM updates the dockerO IP address, stopping and restarting services.

| NN ) vef@unum: ~ — Pluribus Networks UNUM
UNUM: Configure UNUM IP Menu

: Main Menu
Change interface IP
Configure docker@ IP
Configure vcfnet network

(B-3):2

Enter desired docker® IP/mask []: 192.17.241.1/24

[sudo] password for wef:

Updating docker interface ip

2028-81-28 13:53:15 Stopping UNUM 5.2.8-SNAPSHOT ...
2820-81-28 13:53:16 Stopping vcf—elastic ...

2820-81-28 13:53:19 Stopping vcf—collector ...

2820-81-28 13:53:21 Stopping vcf-mgr ...

2820-81-28 13:53:52 Stopping skedler ...

2820-81-28 13:53:54 Stopping vcf—center ...

2820-81-28 13:53:58 Stopping vcf-dhcp ...

2820-81-28 13:53:59 Services have been successfully stopped.
2028-81-28 13:53:59 Starting UNUM 5.2.8-SNAPSHOT ...
2820-81-28 13:53:59 Starting vcf—elastic ...

2820-81-28 13:54:88 Starting vcf—collector ...

2820-81-28 13:54:81 Starting vcf-mgr ...

2020-81-28 13:54:82 Starting skedler ...

2028-81-28 13:54:83 Starting vcf-center ...

20280-81-28 13:54:84 Starting vef-dhecp ...

2028-81-28 13:54:85 Services have been successfully started.
Press any key to continue ..._

UNUM - Configure DockerO IP

Press any key to continue.

If required, view the new dockerO IP address using ifconfig from a command prompt.

®@C e vef@unum: ~ — Pluribus Networks UNUM

vef@unum: $ ifconfig

docker@ Link encap:Ethernet HwWaddr 82:42:c3:14:63:6e
inet addr:192.17.251.1 Bcast:2.8.8.8 Mask:255.255.255.8

UP BROADCAST MULTICAST MTU:1588 Metric:1

BX packets:@ errors:@ dropped:8 overruns:@ frame:@
TX packets:® errors:@ dropped:® overruns:@ carrier:@
collisions:@ txqueuelen:@

RX bytes:® (2.8 B} TX bytes:@ (8.8 B)

UNUM - New DockerO IP Address

Note: The dockerO IP address has to be a specific host IP address and mask.
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Appendix A (cont'd)

Configure VCFnet Network
UNUM uses a default VCFnet IP address 0f172.18.251.1/24 for internal communication.
However, if you use the default range as the UNUM management network there could be network conflicts

within your network. Therefore, you have the ability to modify the VCFnet interface IP address using Option
3 - Configure vcfnet network.

| NN vef@unum: ~ — Pluribus Networks UNUM
UNUM: Configure UNUM IP Menu

: Main Menu

: Change interface IP

: Configure docker@ IP

: Configure vctnet network

(@-3):_

UNUM - Configure VCFnet Network IP

Select Option 3 - Configure vcfnet Network.
Enter the desired IP address range and mask. (Shown below as example only.)
Enter the sudo password. UNUM updates the vefnet IP address, stopping and restarting services.

| NN vef@unum: ~ — Pluribus Networks UNUM
UNUM: Configure UNUM IP Menu

! Main Menu

: Change interface IP
Configure docker@ IP
Configure wvcfnet network

(8-3):3

Enter desired vctnet subnet/mask []: 192.18.251.1/24
2020-81-28 14:88:28 Stopping UNUM 5.2.8-5NAPSHOT ...
2028-81-2@ 14:@B:22 Stopping vef-elastic ...

2028-81-28 14:88:55 Stopping vcf-collector ...

2828-81-28 14:89:86 Stopping vcf-mgr ...

2028-81-20 14:89:88 Stopping skedler ...

2828-81-28 14:89:18 Stopping vcf-center ...

2820-81-28 14:89:15 Stopping vcf-dhcp ...

2820-81-28 14:89:16 Services have been successfully stopped.
2020-81-28 14:89:16 Startimg UNUM 5.2.@8-S5NAPSHOT ...
2820-81-28 14:89:16 Starting vcf-elastic ...

2028-81-28 14:89:17 Starting vef-cellector ...

2028-81-2@ 14:@9:18 Starting vef-mgr ...

2828-81-28 14:89:19 Starting skedler ...

2028-81-20 14:89:28 Starting vcf-center ...

2028-81-20 14:89:21 Starting vcf-dhcp ...

2028-81-28 14:89:22 Services have been successfully started.
Press any key to continue ..._

UNUM - Configure VCFnet Network IP
Press any key to continue.
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Appendix A (cont'd)

If required, view the new vcfnet IP address using ifconfig from a command prompt.

®@Ce vef@unum: ~ — Pluribus Networks UNUM

vef@unum: % ifconfig

br-feebfcfd4df2a Link encap:Ethernet HWaddr 82:42:72:4f:d2:bd
inet addr:192.18.251.1 Bcast:®.8.0.8 Mask:255.255.255.0
UP BROADCAST RUNMING MULTICAST MTU:158@8 Metric:1

RX packets:12B538 errors:@ dropped:8 overruns:@ frame:@8
TX packets:119B27 errors:8 dropped:@ overruns:8 carrier:@
collisions:@ txqueuelen:@

RX bytes:3204887@ (32.8 MB) TX bytes:34189215 (34.1 MB)

UNUM - New vcfnet IP Address

Note: The vcfnet IP address has to be a specific network IP address and mask.

If no further configuration changes are required, use Option 3 to restart UNUM otherwise proceed to the
next step.
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About Pluribus Networks

Pluribus Networks delivers an open, controllerless software-defined network fabric for modern data
centers, multi-site data centers, and distributed cloud edge environments.

The Linux-based Netvisor® ONE operating system and the Unified Cloud Fabric™ have been purpose-built
to deliver radically simplified networking and comprehensive visibility along with white box economics by
leveraging hardware from our partners Dell EMC, Edgecore, Celestica and Champion ONE, as well as
Pluribus’ own Freedom™ Series of switches.

The Unified Cloud Fabric provides a fully automated underlay and virtualized overlay with comprehensive
visibility and brownfield interoperability and optimized to deliver rich and highly secure per-tenant services
across data center sites with simple operations having no single point of failure.

Further simplifying network operations is Pluribus UNUM™, an agile, multi-functional web management
portal that provides a rich graphical user interface to manage the Unified Cloud Fabric. UNUM has two key
modules - UNUM Fabric Manager for provisioning and management of the fabric and UNUM Insight
Analytics to quickly examine billions of flows traversing the fabric to ensure quality and performance.

Pluribus is deployed in more than 275 customers worldwide, including the 4G and 5G mobile cores of more
than 75 Tier 1 service providers delivering mission-critical traffic across the data center for hundreds of
millions of connected devices. Pluribus is networking, simplified.

For additional information contact Pluribus Networks at info@pluribusnetworks.com or visit
www.pluribusnetworks.com

Follow us on Twitter @pluribusnet or on LinkedIn at https://www.linkedin.com/company/pluribus-networks/

Corporate Headquarters India Office
Pluribus Networks, Inc. Pluribus Networks India Private Limited
5201 Great America Parkway, Suite 422 Indiqube Brigade Square, 4th Floor
Santa Clara, CA 95054 21, Cambridge Road

Bangalore 560008

1-855-438-8638 / +1-650-289-4717
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