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Configuring VirtualWire™ Features

This chapter provides information for understanding and configuring the VirtualWire™
features on a Pluribus switch. This chapter includes:

o e Configuring Fabric-Wide Port
e Prerequisites
Associations

e Understanding VirtualWire™ o . ) .
e BuildingaVirtualWire™ Fabric
Technology

e Example: Configuring a Fabric for

e Enabling VirtualWire™ Mode
VirtualWire™ Switches

e Configuring Ports for VirtualWire™ e Example: Configuring a Fabric for
Mode Unidirectional VirtualWire™

e |Implementing Unidirectional and e Configuring the Inline Services for
Bidirectional VirtualWire™ Links VirtualWire™

e Configuring CRC Checks for
VirtualWire™ Mode

e Configuring and Displaying Statistics

e Configuring Many to One Port e Adding UNUM Insight Analytics Flow

Associations for Network Visibility

e Configuring Packet Load Balancing

over One to Many Links

Note: This feature is supported on all Dell and Freedom/Edgecore platforms.

Copyright © 2010 - 2020 Pluribus Networks
Page 3/95



Prerequisites

To install and configure VirtualWire, ensure the following prerequisites are followed:

e Referto Adding License Keys to Netvisor ONE section for how to install alicense on
the switch.

e VirtualWire functionality is available for all supported Pluribus Network transceiver
at 1Gbs,10Gbs, 25Gbs, 40Gbs, or 100 Gbs. For alist of supported transceivers and
licenses, please refer to the product data sheet.

e Allcommands described in this chapter requires a fabric over a management
interface. Refer to Configuring the Fabric Over the Management Interface section
for information on how to create or join a fabric over a management interface.

e Toaddthe VirtualWire feature to an existing Pluribus Networks switch in your
network, you must use theswi t ch- confi g-r eset command to erase the current
configuration and reset the switch configuration to factory default.

e Afterre-configuring the initial setup, you must upgrade to the latest version of
Netvisor One that supports VirtualWire mode. And then, install the license key for
VirtualWire. Refer to the Installing Netvisor ONE and Initial Configuration chapter for
details.

e You mustre-join the fabric after re-configuring the switch to VirtualWire mode. See
the Configuring and Administering the Pluribus Fabric chapter for details.



Adding License Keys to Netvisor ONE

Netvisor ONE binds the license key to the serial number of the switch and when
downloading the Netvisor ONE software, the Pluribus Networks Cloud locates the serial
number.

To install the license key, use the following syntax:

CLI (network-adm n@w tch) > software-license-install key
i cense- key

The license key has the format of four words separated by commas. For example,

Li cense Key: rental, deer, sonic, sol ace

Once the license key is installed, you can display information about the key using the
following command:

CLI (network-adm n@eafl) > software-|icense-show

swit ch: T6001- ON

i cense-id: NVOS- CLD- LI C- 60D

descri pti on: Pl uri bus Open Netvisor OS Linux Cl oud
Editi on License

expi res-on: never

stat us: VALI D



Enabling Administrative Services

There are many features of the Pluribus Networks fabric that require or can be
enhanced using remote access. For example, when packets are written to alog file, you
may want to transfer that file from a switch to a different system for analysis. Also, if you
are creating a NetVM environment, an IOS image of the guest OS must be loaded on the
switch.

You can enhance or modify several services such as SSH, NFS, Web, SNMP, SFTP.
To check the status of various services, use the following command:

CLI (network-adm n@eaf-1) > adm n-servi ce-show

swi t ch: Leaf-1
if: nmgnt
ssh: on
nfs: on
web: on
web- ssl : of f
web- ssl - port: 443
web- port: 80
web- | og: of f
snnp: on
net - api: on

I cnp: on
switch: Leaf -1
if: dat a
ssh: on
nfs: on
web: on
web- ssl : of f
web- ssl - port: 443
web- port: 80
web- | 0og: of f
snnp: on
net - api: on

i cnp: on

Netvisor ONE supports the file transfer method, SFTP and SFTPis enabled by default on
Netvisor ONE. Because SFTP relies on Secure Shell (SSH), you must enable SSH before
enabling SFTP.

To enable SSH, use the following command
CLI (network-adm n@eafl) > adm n-service-nmodify nic mgnt ssh

To enable SFTP, use the following command:
CLI (network-adm n@eafl) > adm n-sftp-nodify enable



sftp password: <password>
confirmsftp password: <password>

The default SFTP username is sftp and the password can be changed using the adni n-
sftp-nmodi f y command:

CLI (network-adm n@eafl) > adm n-sftp-nodify

sftp password: <password>
confirmsftp password: <password>

To display the details, use the following commands:

CLI (network-adm n@eaf-1) > adm n-service-show

switch if ssh nfs web web-ssl web-ssl-port web-port snnp
net-api icnp

Leaf-1 nmgnm on off off off 443 80 on
of f on
Leaf-1 data on off off off 443 80 on
of f on

adm n-servi ce-show. Fabric required. Please use fabric-
create/join/show

CLI (network-adm n@eafl) > adm n-sftp-show

swi t ch: Leaf 1
sftp-user: sftp
enabl e: yes

Use SFTP from a host to the switch, and login with the username sftp and the password
configured for SFTP. Then you can download the available files or upload files to the
switch.

CLI (network-adm n@eafl) > adm n-service-show
switch nic ssh nfs web web-port snnp net-api icnp

Leaf1 nmgnt on off on 80 of f on on



Configuring Administrative Session Timeout

Netvisor ONE sets the administrator sessions to timeout after 60 minutes (by default) of
idle time or no activity, but allows you to change the timeout value to a user desirable
time. During the session timeout, you are logged out of the CLIand the Shell prompt and
your privileges changes to root user. To access the switch, you must login again using
the CLI or Shell prompt.

To verify the default or user configured session timeout value, use the command:

CLI (network-adm n@pi nel) > adm n-session-ti neout-show

switch: Spinel
timeout: 1h

To modify the timeout value, use the command:

CLI (network-adm n@pi nel) > adm n-session-tineout-nodify

Specify the maximum time to wait for
timeout duration: #d#h#ms user inactivity before terminating login
session.



Confirming Connectivity on the Network

After connecting your switch, take the time to ensure connectivity by pinging an
external IP address (supports both IPv4 and IPv6), and pinging a domain to ensure
domain name resolution.

To ping the external network from the switch, use the pi hg command:

CLI (network-adm n@w tch) > ping 2010::2

PI NG 2010::2(2010::2) 56 data bytes

64 bytes from 2010::2: icnp_seq=1 ttl=64 tine=1.69 ns
64 bytes from 2010::2: icnp_seq=2 ttl=64 tine=0.412 ns
64 bytes from 2010::2: icnp_seq=3 ttl=64 tine=0.434 ns
64 bytes from 2010::2: icnp_seq=4 ttl =64 tine=0.418 ns

To ping an IP address from the switch, use the ping command:

CLI (network-adm n@w tch) > ping 98.138.253.109 : 56 data
byt es

PI NG 98. 138. 253. 109 (98. 138. 253.109) 56(84) bytes of data.

64 bytes from 98.138.253.109: icnp_seq=1 ttl=47 tinme=51.8 ns
64 bytes from 98.138.253.109: icnp_seq=2 ttl=47 tinme=51.9 ns
64 bytes from 98.138.253.109: icnp_seq=3 ttl=47 tinme=53.6 ns

To ping a domain, use the ping command agai n:
CLI (network-adm n@eafl) > ping yahoo.com

PI NG yahoo. com (98. 138. 253. 109) 56(84) bytes of data.

64 bytes fromirl. fp.vip.nel.yahoo.com (98. 138. 253.109): icnp_seq=1 ttl =47 tinme=52.2
64 bytes fromirl. fp.vip.nel.yahoo.com (98. 138. 253. 109): icnp_seq=2 ttl =47 tinme=52.5
64 bytes fromirl. fp.vip.nel. yahoo.com (98. 138. 253.109): icnp_seq=3 ttl=47 tinme=51.9
64 bytes fromirl. fp.vip.nel. yahoo.com (98. 138.253.109): icnp_seq=4 ttl=47 tinme=51.8

3333



Running Shell Commands or Scripts Using REST API

Netvisor ONE version 5.1.0 provides the ability to run shell commands or scripts using
REST APl or through CLIcommands. As anetwork administrator or as an admin user,
you can run the scripts from the directories /opt/nvOS/bin/pn-scripts (directory and all
files are delivered as part of pn-upgrade-agent package) and /usr/bin/pn-scripts
(backup directory for running custom scripts).

The commands introduced to enable this feature are: pn-scri pt - show (to view all
the available scripts)and pn-scri pt-run nane <scri pt-name> (toruna
specified script).

Usage Guidelines: To run a custom script,
0 You should have permission to run the script.

0 You should not have any duplicate scripts in the
directories, /opt/nvOS/bin/pn-scripts and /usr/bin/pn-scripts. In case of
duplicate scripts, the script from the directory, /opt/nvOS/bin/pn-scripts
takes precedence.

0 Itisnotrecommended to execute any scripts that are manually copied to the
directory.

You can use the CLIcommands or the VREST APIto run the scripts. To run the scripts
using the CLIcommands, for example:

To display the available scripts, use the command:

CLI (network-adm n@n-1abl) > pn-script-show
switch: pn-labl

pn-1abl: /opt/nvOS/ bin/pn-scripts/:
testscript.sh

pn-testscript.sh

To run the script, use the command:

CLI (network-adm n@n-1abl) > pn-script-run nane testscript.sh

Executing /opt/nvQOS/ bin/ pn-scripts/testscript.sh:
Executing Test PN script!

To run the scripts using VREST API, use the following API call:

$ curl -u network-admin:test123 http://pn-1abl/vRest/api -
docs/ run-pn



{"api Version":"1.0.0", "swagger Version":"1.2","basePat h":"/vRes
t","resourcePath":"/run-pn", " produces”

["application/json", "application/x-ndjson"],"consunes":
["application/json"],"apis":[{"path":"/run-

pn/script", "operations":
[{"method":"POST", "summary":"", "notes":"", "type":"result-
[ist","nickname":"scriptRun", "consunmes":

["application/json"], "paranmeters":

[{"name": "body","required":fal se,"type":"run-pn-
script","paranflype": "body","all owwul tiple":false}]}]}],"nmodels
“r{"result":{"id":"result","required":["api.sw tch-

name", "scope", "status","code"], "properties”:{"api.swtch-
name": {"type":"string"}, "scope":{"type":"string", "enuni:

["local","fabric"]},"status":{"type":"string", "enunt
["Success","Failure"]}, "code":
{"type":"integer","format":"int32"}, "nessage":

{"type":"string"}}},"result-list":{"id":"result-
l[ist","required":["status","result"],"properties":{"status":
{"type":"string","enunm':["Success","Failure"]},"result":
{"type":"array","items": {"$ref":"result"}}}},"run-pn-script":
{"1d":"run-pn-script","description":"Run PN
script”,"required":["name"], "properties”:{"name":
{"type":"string","description":"desc=Script to

execute: pattern="[a-zA-Z0-9_.:-]+$: pattern-hel p=letters,
nunbers, , ., :, and -"}}}}}

$ curl -u network-admin:test123 http://pn-1abl/vRest/pn-
scri pt

{"data":[{}],"result":{"status":"Success","result":
[{"api.swi tch-
name": "l ocal ", "scope": "l ocal ", "status":"Success", "code": 0, "nmes
sage": "/ opt/ nvQOS/ bi n/ pn-scripts/:
\ntestscript.sh\n\n/usr/bin/pn-scripts/:\ntestscript.sh\ntest-
usr.sh\n"}]1}}

$ curl -u network-adm n:test123 -X POST http://pn-
| abl/vRest/pn-script/run -d '{"name":"testscript.sh"}' -H
"Content - Type: application/json”

{"result":{"status":"Success","result":[{"api.switch-
name": "l ocal ", "scope": "l ocal","status":"Success", "code": 0, "nmes
sage": "Executing /opt/nvQOS/ bin/pn-scripts/testscript.sh:

\ nExecuting Test PN script!\n"}]}}



Understanding VirtualWire™ Technology in Netvisor ONE OS

Pluribus VirtualWire™is an integrated physical layer feature set for the Netvisor® ONE
Operating System (0OS) that enables native layer 1 switching capabilities on Open
Networking hardware switches. VirtualWire transforms a traditional electrical Ethernet
connection to emulate a physical wired connection so that interconnections are mapped
between two or more physical ports in single switch, or across a multi-switch topology.
This feature enables you to interconnect devices into any topology without moving the
cables around, which is a powerful capability in a network lab.

VirtualWire™ technology uses the software approach to configure cable topologies to
interconnect network devices together. Network devices are physically connected to
the VirtualWire switch once using Ethernet cables and transceivers that match the
device port media and speed characteristics. The desired cable topology is then
obtained by aremote software configuration of the Virtual Wire switch and consists of a
set of Virtual Wire links. VirtualWire topology configurations can be dynamically created,
saved and re-applied without any manual intervention on the physical infrastructure.

Enabling VirtualWire mode on a switch disables all the possible error-checks such as
Cyclic Redundancy Check (CRC) and Runts (very small Ethernet packets with a
minimum length of 50 bytes caused by excessive packet collisions). This feature also
disables STP, LLDP, forwarding, and learning on all switch ports.

VirtualWire is implemented using transparent low-latency Ethernet forwarding
between physical ports over a non-blocking any-port to any-port switching architecture.
VirtualWire transparently cross bridges any standard or proprietary Ethernet protocol
of any size, including these types of traffic:

e [Pv6,Q-in-Q, VN-TAG
e Ethernet control plane traffic such as BPDU, LACP and LLDP protocol packets
e Proprietary or experimental Ethernet fabric

e Undersized orinvalid frames

Network devices interconnected through a VirtualWire link behave as if the devices are
directly connected with a single physical cable. For example, as shown in Figure 1-1, if the
port of Device A goes down, the VirtualWire switch automatically shuts down the port
facing Device B.



Wirtwal Wire link

device-B device-B

Figurel-1 - Virtual Wire Topology

In addition, a VirtualWire switch can act as an intelligent media converter, enabling
Ethernet communication between devices with different port speed and media type.
Thatis, to provide transparent switching, you can use the port association functionality
of Netvisor ONE to create a pseudo-wire between the master and slave ports.

In the example shown in Figure 1-2,a VirtualWire link is created between an optical cable
connecting device A and a copper cable on device B.

device-A

device-a

WLl Wire fnk

comoer cobhe

device-B devige-B

!V avire ! Tanlaow

Figure1-2 - Virtual Wire Topology with Optical and Copper Cables
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Enabling VirtualWire Mode on a Switch

To setup aswitchin VirtualWire mode, you must install the required license key by using
the command:

CLI (network-adm n@etvisor) > software-1license-install key
key-string

For example, to install the license key, ONVL-10G-VW+-LIC, use the command:

CLI (network-adm n@etvisor) > software-license-install key
ONVL- 10G VW+- LI C

To view the license details on the VirtualWire switch,use the sof t ware-1 i cense-
showcommand. For example,

CLI (network-adm n@etvisor) > software-|icense-show

license-id description expi res-on status

ONVL- 10G- VW- LI C 10G switches |icense for VW never VALI D

The following command instructs the switch to operate in VirtualWire mode and is used
to enable global VirtualWire functionality on a switch:

First configure the switch as a virtual-wire bridge by using the swi t ch- node- nodi fy
command. For example,

CLI (networ k-adm n@etvisor) > switch-node-nmodify sw tch-node
virtual-wire

Use this command to modify the mode

swi t ch-mode- modi Ty of aserver switch.

Specify the mode of the switch.

swi t ch- node store-and- Specifying thevi rt ual - wi r e keyword
forward|virtual -wire modifies the switch as a VirtualWire
switch.

Note: Enabling VirtualWire mode on a switch disables all the possible error-checks
such as Cyclic Redundancy Check (CRC) and Runts (Runts are very small ethernet
packets, upto 50 bytes and is caused by excessive packet collisions). This feature
also disables STP, LLDP, Layer 2 learning on all switch ports as well as processing and
forwarding of BPDUs.

Also, Jumbo frames are enabled by default on all ports in VirtualWire mode.
Additionally, the regular switches function like the VLANs and vRouters are not
supported anymore.

To display the switch mode, use the swi t ch- mode- showcommand:



CLI (network-adm n@etvisor) > switch-node-show

swi t ch: pn- spi nel
switch-node: virtual-wire



Configuring Ports for VirtualWire™ Mode

By default, all 10Gbs switch ports are configured for 10Gbs Ethernet speed.

In 10Gbs Ethernet mode, SFP+ or QSFP+ transceivers are required to connect to hosts or
other switches. If you change the port speed to 1 Gigabit Ethernet, you need SFP
transceivers to plug into the ports. You must also enable jumbo frames for the port.

To modify the ports to 1Gbs speed and enable auto-negotiation, use the following
syntax:

CLI (network-adm n@n-spinel) > port-config-nodify port 1-8
speed 1g autoneg

PUT http://<switch-ip>/vRestport/port/port-
configs/1-8/

{
"speed": "1g",
"aut oneg": "autoneg",

}

Note: Jumbo frames are enabled by default and VirtualWire links support any frame
size.

To display port configuration information, use the port - conf i g- showcommand.
To see all output, add the parameters formatal | | ayout vertical.

Using the vertical layout displays the information in a more readable format:

CLI (network-adm n@-eafl) > port-config-show port

| ayout vertical

switch: pn-spi nel
intf: 1

port: 1

speed: 1g
egress-rate-limt: unlimted
aut oneg: on

j unbo: on

enabl e: on

| acp-priority: 32768

| acp-i ndi vi dual : none

St p-port-cost: 2000
stp-port-priority: 128
reflect: of f
edge-swi t ch: no

1 formt



pause:
descri pti on:
| oopback:
mrror-only:
| port:

remrsw tch-port-nmac:
rswitch-default-vlan

port-mac- address:
send- port:
routing:
host - enabl e:

no

def aul t

of f

1

00: 00: 00: 00: 00: 00
0

06: a0: 00: 02: 40: 1e
0

yes

yes

GET http://<switch-ip>/vRest/port-configs/1

To display the port status, use the por t - showcommand. For example, a sample output

looks similar to the following:

CLI (network-adm n@n-spinel) > port-show format all | ayout
vertical

swi t ch: pn-spi nel

port: 47

i p: 192. 168. 42. 30
mac: 64: 0e: 94: 28: 03: 56
host nane: pubdev03

st at us: up, PN-fabric, LLDP
| port: a7

rport: 47

config: fd, 10g

trunk: trunk?2

swi t ch: pn-spi nel

port: 48

i p: 192.168. 42. 30
mac: 64: 0e: 94: 28: 03: 56
host nane: pubdev03

st at us: up, PN-fabric, LLDP
| port: 48

rport: 48

config: fd, 10g

trunk: trunk2

GET http://<switch-ip>/vRest/ports

To display all details about ports, use the por t - phy- showcommand:

CLI (network-adm n@n-spinel) > port-phy-show format all

| ayout vertical

swi t ch: pn-spi nel
port: 25
state: up

aut oneg: none



speed:
et h- node:
max-frane:

i nk-quality:

| ear ni ng:
def - vl an:
df e- node:
df e- coar se:
df e-fi ne:
swi tch:
port:
st at e:

aut oneg:
speed:

et h- node:
max- f r ame:

i nk-quality:

| ear ni ng:
def - vl an:
df e- node:
df e- coar se:
df e-fi ne:

10000
10CGbase-cr
1540
gr eat
of f

1
conti nuous
conpl ete
conpl ete
pn-spi nel
26

up

none

10000
10CGbhase-cr
1540

good (57/38)
of f

1

cont i nuous
conpl ete
conpl ete

(59/41)

GET http://<switch-ip>/vRest//port-phys

Note: The columns def-vlan, max-frame, and learning display default fixed values
because regular switching is disabled on the ports.

Note: Link-quality information is only available when a 10Gbps transceiver is installed

inaport.

To display the transceivers connected to the ports,use the port - xcvr-show

command

CLI

por t

(networ k- admi n@n-spi nel) > port-xcvr-show port

vendor - nanme

1-4

pn-spinel 1
pn-spinel 2
pn-spinel 3
pn-spinel 4

Pl uri busNet wor ks
Pl uri busNet wor ks
Pl uri busNet wor ks
Pl uri busNet wor ks

part-nunber serial -nunber supported
SFP10- CUOP5M Y05B200393 Yes
SFP10- CUOP5M Y05B200747 Yes
SFP10- CUOP5M Y05B200413 Yes
SFP10- CUOP5M Y05B200804 Yes

GET http://<switch-ip>/vRest/port-xcvrs

Note: Each port has a LED indicator light that displays status information about the
port. If the LED is solid green, the portis enabled. If the LED is green and blinking
rapidly then the portis at 80% of the throughput capacity.



Implementing Unidirectional and Bidirectional VirtualWire
Links

In this section you can configure a single bidirectional VirtualWire link using the port -
associ ati on-create commandwiththe option vi rtual -w re. Each port of
the VirtualWire transmits traffic in full-duplex mode.

Usetheport-associ ati on-creat e command:

CLI (net wor k- adm n@pi nel) > port-association-create nanme nane-
string master-ports port-list slave-ports port-list virtual-
wWirelno-virtual-wire

Creates a port association between the

port-association-create
master and slave ports.

name nanme-string Specify the name of the configuration

Specify the master port number or alist

mast er-ports port-1Ilist
P P of ports that can act as master ports.

Specify the slave port number or alist of

sl ave-ports port-1list
b P ports that can act as salve ports.

Specify the virtual -w r e keyword
to form avirtual-wire port association.
This command keyword creates two
vFlows between the master and slave
ports and re-directs all traffic from one
[virtual -wire| no-virtual - port to another by creating a pseudo
wirej wire. It also creates aflow policy with
Copy-to-CPU action on TCP packets
(sync, ack, and rst) to provide analytics
with tracking details.
This keyword is available only when the
switchisin VirtualWire mode.

Configuring asingle bidirectional VirtualWire link using the por t - associ ati on-
creat e command with the optionvi rtual -w re canbeimplementedintwo ways
that are functionally equivalent:

e Configuring VirtualWire direction individually - or

e Configuring aVirtualWire link using the bi di r parameter

To configure aunidirectional VirtualWire link from device A to device B, enter the

following command:



CLI (network-adm n@eafl) > port-association-create nanme A-to-

B virtual-wire nmaster-ports 10 slave-ports 20 no-bidir

POST http://<switch-ip>/vRes/port-associ ations
{
“nanme”: “A-to-B",
“virtual -wire”:"true”,
“master-ports”: “107,

“sl ave-ports”: “20”

}

Note: Please note that the parameter “mode(?) must be set to “true”. This is the case
when the switchis runningin VirtualWire mode and you are configuring VirtualWire
features.

To configure a unidirectional Virtual Wire link from device Bto device A, enter the
following command:

CLI (network-adm n@eafl) > port-association-create name B-to-
A virtual-wire master-ports 20 sl ave-ports 10

Note: If the bi di r | no- bi di r keywords are not mentioned in the above command,
then, by default, a uni-directional association of VirtualWire link is configured.

POST http://<switch-ip>/vRes/port-associ ations

{

“name”: “B-to-A’,
“virtual -wire”:"true”,
“master-ports”: “20”,
“sl ave-ports”: “10”

}

To configure a bidirectional Virtual Wire link from device A to device B, enter the
following command:

CLI (network-adm n@eafl) > port-association-create nanme A-to-
B bidir virtual-wire nmaster-ports 10 sl ave-ports 20

POST http://<switch-ip>/vRes/port-associ ati ons
{

“name”: “A-to-B",
“bidir”,



“virtual -wire”:"true”,
“master-ports”: “20”,
“sl ave-ports”: “10”

}
To display existing Virtual Wire links, use the por t - associ ati on- showcommand:
CLI (network-adm n@eafl) > port-association-show

switch nane master-ports slave-ports policy virtual-wire bidir

vw-switch Ato-B 10 20 all -masters true true
POST http://<switch-ip>/vRes/port-associations

To delete an existing Virtual Wire link, use the port - associ ati on-del et e
command with the nanme st ri ng parameter:

CLI (network-adm n@eafl) > port-association-del ete name A-to-
B

POST http://<switch-ip>/vRes/port-
associ ati ons/ A-to-B



Configuring CRC Checks for VirtualWire Mode

A switch runningin VirtualWire Mode currently interpret the CRC header of the packets
passing through. This achieves perfect transparency of the switch. However it does
place limitations on the types of vFlows created on the switch, as any vFlow that
modifies the packet renders the CRC on that packet invalid without updating it.

With this Netvisor One release, the CRC regeneration is a configurable option per port,
so the you can decide on a per-port basis whether the switch should, or should not
perform CRC regeneration.

Switch in Virtual Wire Mode

/ A
i
Port 43 / %, Port3s
< )
i
N

Host 1VLAN 101 1'—’/ Host 2 VLAN 102

Figure1-3 - Example Virtual Wire Mode Topology

On the virtual-wire switch, if you want to convert traffic on port 43 tagged with VLAN 101
to be tagged with VLAN 102 so Hostl and Host2 can communicate as if the two hosts are
on the same VLAN, then you configure the following two vFlows:

CLI (network-adm n@eafl) > vflow-create nane vlan_map_ 101 102
scope local table L1-Virtual-Wre-1-0 vlan 101 in-port 43
precedence 15 action setvlan action-value 102 action-to-ports-
val ue 39

CLI (network-adm n@eafl) > vflowcreate nane vlan_map_102_101
scope local table L1-Virtual-Wre-1-0 vlan 102 in-port 39
precedence 15 action setvlan action-value 101 action-to-ports-
val ue 43

However, the packets with a different VLAN now have anincorrect CRC value unless the
CRC is updated when egressing the port.

For example, use the command:

CLI (network-adm n@eafl) > port-config-nodify port 39,43 crc-
check-enabl e

After this configuration, any packets egressing from ports 39 and 43 are updated with
the CRC check.

Note: The parameter,cr c- check- enabl e is only be available on switches in Virtual
Wire mode. Furthermore, when the switch mode is changed to VirtualWire mode, all
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ports are configuredas cr c- check- di sabl e by default.
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Configuring Many to One Port Associations

To provide transparent switching, you can use the por t - associ at i on- cr eat e and
port-associ ati on- nodi fy commands to create a pseudo-wire between the
master and slave ports. The vi r t ual - wi r e keyword enables analytics on associated
ports and traffic between specified ports based on the bidir or no-bidir tag.

To create port associations between master port and slave ports and enabling link-

tracking, use the command:

CLI (net wor k- adm n@bpi nel) > port-associati on-create nanme nanme-
string master-ports port-list slave-ports port-list virtual-
wire|lno-virtual-wire bidir|no-bidir

port-association-create
nanme nanme-string

mast er-ports port-1|ist

sl ave-ports port-1Iist

[virtual -wi re| no-virtual -
wirej

[ bi di r| no-bidir]

Ot her paranmeters available in
t he command for standard
switch form are:

[policy all-msters|any-
mast er |

[ monitor-ports port-list]

[ enabl e| no- enabl e]

Creates a port association between the
master and slave ports.

Specify the name of the configuration

Specify the master port number or alist
of ports that can act as master ports.

Specify the slave port number or alist of
ports that can act as salve ports.

Specify the vi rtual -w r e keyword
to form a virtual-wire port association.
This enables analytics on associated
ports and traffic between specified ports
This keyword is available only when the
switchisin VirtualWire mode.

Specify the bi di r keyword to enable
bidirectional port state link tracking,
which sets-up virtual-wire vilows
between master and slave ports.

This keyword is available only when the
switchisin VirtualWire mode.

Specifies the port association policy. The
defaultis all-masters.

Specify the list of ports that needs to be
monitored.

Specify to enable or disable port
association in hardware.



Note: To support analytics data, a few additional system vFlow entries (named
System-vflow-x, where x can be S or F or R) are installed with a higher priority than the
vFlow entryin order to copy TCP SYN/FIN/RST packets to the management CPU. This
ensures that any SYN/FIN/RST packets carried by vFlow can be used for TCP flow
analysis.

Note: The difference between many-to-one, one-to-many, and many-to-many port
associations are very important in uni-directional mode as the traffic goes only from
the master ports to the slave ports in a uni-directional port-association and not the
other way around.

For example,

CLI (network-adm n@eafl) > port-association-create name PA 1
master-ports 1 slave-ports 2,3 virtual-wre

CLI (network-adm n@eafl) > port-association-create name PA 2
master-ports 2 slave-ports 1,3 virtual-wire

The parameter,moni t or - por t s,is added to allow for ports that are not tracked by the
port-association. Apart from non-tracking of the monitor port, the trafficis sent to the
monitor port only and no trafficis allowed from the monitor port to the master or slave
port.

This scenario can be used in cases such as sending data to alogging server (connected
to amonitor port) between two network path ports (master and slave ports).

CLI (network-adm n@eafl) > CLI> port-association-create nanme
PA 1 master-ports 1 slave-ports 2 nonitor-ports 3 virtual-wire

CLI (network-adm n@eafl) > CLI> port-associati on-create nane
PA 2 master-ports 2 slave-ports 1 nonitor-ports 3 virtual-wire

These commands create the same set of port-associations except that when ports1or 2
goes down, port 3 is not affected.

Note: Thevi rt ual - wi r e andbi di r keywords are available only on VirtualWire
switch mode.



Configuring Packet Load Balancing over One to Many Links

When VirtualWire is deployed as legacy packet broker, moving packets from
production to an analyzer tool, it requires load balancing feature because you can
monitor 10Gb links with 1Gb tools.

Netvisor One load balances the traffic by distributing the traffic load to different tool
ports or appliances in order to scale the monitoring. This also provides redundancy in the
monitoring technology.

When amember port goes down, traffic on the portis switched to remaining member
ports and evenly distributed.

To configure load balancing, use the following steps:

1) First configure a trunk on the desired ports. In this case, ports 15 and 16 are configured
as atrunk:

CLI (network-adm n@eafl) > trunk-create nanme |b_trunk ports
15, 16

Created trunk Ib trunk, id 128
2) Create the port association on the switch:

CLI (network-adm n@eafl) > port-association-create nanme pal
master-ports 1 slave-ports 128 virtual-wire bidir

3) Display the configuration:

CLI (network-adm n@eafl) > port-association-show

switch nanme nmaster-ports slave-ports policy virtual-wire bidir

CLI (network-adm n@eafl) > port-show port 1,16

switch port vnet hostname status config trunk
| eaf 1 1 40q, j unbo
| eaf 1 16 trunk 10g,junbo I b_trunk

CLI (network-adm n@eafl) > vflow show | ayout vertical

name: I nt er nal - Keepal i ve
scope: | ocal

I n-port:

et her-type: I pv4

dst-ip: 239.4.9.7

pr ot o: udp



fl ow cl ass:
precedence:
action:

action-to-ports-val ue:

enabl e:
t abl e- nane:

name:
scope:

I n-port:

et her-type:
dst-ip:

pr ot o:
flow cl ass:
precedence:
action:

action-to-ports-val ue:

enabl e:
t abl e- nane:

control
14
to-cpu

enabl e
L1-Virtual -Wre-1-0

VI RT_W RE_MAS SLV
| ocal
1

14

t o- port

128

enabl e

L1-Virtual -Wre-1-0



Configuring Topologies and Topology Links

The VirtualWire fabric enables you to segment the same fabric into multiple
independent and isolated topologies. The same switch can be part of multiple
topologies, with different ports configured for different topologies.

Note: A single port can be part of only one topology at any pointin time.

After creating atopology, you must add the physical links of the VirtualWire fabric. You
need to configure the topology links only once.

The topology-* and topology-link* commands sets up a fabric-wide XML file with all
details about the network topology, which you, as a network administrator can use for
path computation. The port-association-* command enables the path computation of
two VirtualWire switches in the topology (see Configuring Fabric-wide Port Associations
section later). When apath is found in the topology during port association, VirtualWire
reserves the identified path and local port associations are created along the path for
traffic redirection. Henceforth, those reserved topology links are not considered for
further path calculations.

The Figure 6-4 shows three different topologies (1,2, and 3 - color coded to

differentiate) configured within the same fabric and Figure 6-5 displays the topology
links between two topologies in the VirtualWire fabric.

Management Fabric

m— Topology 1
=== Topology 2
=== Topology 3

Figure 1-4: VirtualWire Fabric with Multiple Topologies for Automatic Path Creation
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mmm Topology 1
1 2 1 2 == Topology 2

Figure 1-5: VirtualWire Fabric Linking Two Topologies
Use the commands to configure topology and topology links in VirtualWire fabric:
To create anetwork topology, use the command:

CLI (network-adm n@etvisor) > topol ogy-create nanme nane-
string

Use this command to create a network

t opol ogy-create topology.

name nanme-string Specify the name for the fabric topology.

To view the existing network topologies, use the command:
CLI (network-adm n@etvisor) > topol ogy-show nane nanme-string
To delete an existing network topology, use the command:

CLI (network-adm n@etvisor) > topol ogy-del ete nanme nane-
string

To configure alink between two topologies in the VirtualWire fabric, use the command:



CLI (network-adm n@etvisor) > topol ogy-I|ink-add nanme nanme-
string nodel fabric-node name nodel-port nodel-port-nunmber
node2 fabric-node name node2-port node2-port-nunmber enabl e|
di sabl e

name nanme-string Specify the name for the fabric topology.
Specify the follow ng Iink

argunment s:

nodel fabric-node nanme Specify the name for link node 1

nodel- port nodel-port-nunmber Specify the port on nodel

node2 fabric-node nanme Specify the name for link node 2

node2- port node2-port-nunmber Specify the port on node 2

Specify the topology link state for path

enabl e| di sabl e .
calculation

To modify the link to the network topology, use the command:

CLI (network-adm n@etvisor) > topology-I|ink-nmodify name name-
string nodel fabric-node name nodel-port nodel-port-nunmber
node2 fabric-node name node2-port node2-port-nunber enabl e|

di sabl e

Toremove the link to the network topology, use the command:

CLI (network-adm n@etvisor) > topol ogy-Ilink-renove nanme nane-
string nodel fabric-node name nodel-port nodel-port-nunber
node2 fabric-node name node2-port node2-port-nunber

To view the link details to the network topology, use the command:

CLI (network-adm n@etvisor) > topol ogy-Iink-show name nane-
string

The following details are displayed:

nodel fabric-node nane Displays the name for link node 1
nodel- port nodel-port-nunber Displays the port on node 1
node2 fabric-node nane Displays the name for link node 2

node2- port node2-port-nunber Displays the port on node 2

Displays whether the topology linkis in use

i n-use yes|no or not
in-path in-path-string Displays the topology link used by this path

Displays the topology link state for path
calculation

idid-nunber Displays the Link identifier

enabl e| di sabl e
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Configuring Fabric-wide Port Associations

VirtualWire fabric enables you to automate the path discovery process across multiple
VirtualWire switches than having you to manually configure the individual port
associations, which is a complex, error-prone and time-consuming process.

To configure an automated end-to-end port association on all the VirtualWire switches
in afabric, you should specify the fabric topology first (see Configuring Topologies and
Topology Links section)and then configure the port association path. VirtualWire fabric
validates and computes the path configuration thereafter.

You can configure the port associations using the CLI commands and through RESTful
APlto UNUM.

You can provision automatic path configuration only on a fabric that is configured with
local scope. The path computation is done locally on the switch and fabric commands
executed and then the hop-by-hop port associations are configured automatically and
sentto respective switches.

To create a port association path, use the command:

CLI (network-adm n@uetvisor) > port-associati on-path-create

name nanme-string Specify the name of the path

t opol ogy t opol ogy name frpeea?[i;‘é‘i[rr:esiael;rilctopology name that was
nodel fabric-node nane
nodel-port nodel-port-nunber
node2 fabric-node nane

node2- port node2-port-nunber

Specify the name for link node 1
Specify the porton nodel
Specify the name for link node 2
Specify the port on node 2

To delete an existing port association path, use the command:

CLI (network-adm n@etvisor) > port-associati on-path-delete
name nanme-string

To view the port association path, use the command:

CLI (network-adm n@etvisor) > port-associ ati on-pat h-show

port-associ ati on- pat h-show
nanme nane-string

t opol ogy topol ogy nane
nodel fabric-node nanme
nodel- port nodel-port-nunber
node2 fabric-node nanme

Displays the port association paths
Displays the path name

Displays the fabric topology name
Displays the name for link node 1
Displays the porton nodel
Displays the name for link node 2



node2- port node2-port-nunber Displays the port on node 2

i n-use yes| no Displays whether the topology linkis in use

or not
in-path in-path-string Displays the topology link used by this path
status down| up Displays the path status
pat h pat h-string Displays the path string

Below is an example of a sample configuration:

Create a network topology, VWtopo and add topology link between node 1: pn-vw-5, port
125 and node2: pn-lab-4, port 49. Also create another link between pn-lab-4, port 5 and
pn-colo-1, port 5:

CLI (network-adm n@n-1ab-4) > topol ogy-create nanme VW opo

CLI (network-adm n@n-1|ab-4) > topol ogy-link-add name VW opo
nodel pn-vw 5 nodel-port 125 node2 pn-1lab-4 node2-port 49

CLI (network-adm n@n-1|ab-4) > topol ogy-link-add name VW opo
nodel pn-1ab-4 nodel-port 5 node2 pn-col o-1 node2-port 5

To view the details, use the command:
CLI (network-adm n@ ucana-col 0-4) > topol ogy-show nane VW opo

switch nane nodel nodel- port node2 node2-port in-use in-
pat h enabl e

pn-1ab-4 VWopo pn-|ab-4 5 pn-col o-1 5 no
yes

pn-1ab-4 VWopo pn-vw5 125 pn-1ab-4 49 no
yes

pn-vw 5 VW opo pn-1ab-4 5 pn-col o-1 5 no
yes

pn-vw 5 VW opo pn-vw 5 125 pn-1ab-4 49 no
yes

pn-col o-1 VA opo pn-I|ab-4 5 pn-col o-1 5 no
yes

pn-col o-1 VW opo pn-vw5 125 pn-1ab-4 49 no
yes

To create a port association path, use the command:

CLI (network-adm n@n-1ab-4) > port-associ ation-path-create
name new topol ogy VWIOPO nodel pn-vw-5 nodel-port 2 node2 pn-
col o-1 node2-port 125

Created path: pn-vw5(2) <-> pn-vw5(49) <-> pn-1lab-4(125) <->
pn-1ab-4(5) <-> pn-colo-1(5) <-> pn-col 0-1(125)

To view the topology link details, use the command:



CLI (network-adm n@n-vw 5*) > topol ogy-Iink-show

nane nodel nodel- port node?2 node2-port in-use in-path enable
VWIOPO pn-vw 5 49 pn-1ab-4 125 yes new yes
VWIOPO pn-1 ab-4 5 pn-col o-1 5 yes new yes

To view the port association details, use the command:

CLI (network-adm n@n-vw 5*) > port-associ ati on-path-show

name topol ogy nodel nodel- port node2 node2-port status

new VWOPO pn-vw5 2 pn-col o-1 125 up



Configuring Traffic Filtering Using vFlows in VirtualWire
Mode

A switchin a VirtualWire fabricis capable of filtering traffic at wire speed. You can
configure traffic filtering in cases such as, when multiple streams of trafficarrivesinto a
single port and if each flow needs to be redirected to different egress ports. A vFlow
classifies traffic based on various factors such as the ingress port, source-mac,
destination-mac, source-ip, destination-ip, vlan, egress-port, ether-type, protocol, and so
on.

All the vFlows created in VirtualWire mode must be configured under the L1-Virtual-
Wire-1-0 table.

For more details on vFlows, see the Netvisor ONE Configuration Guide on Pluribus
Networks website.

In Figure 6-X,a VirtualWire switch is used to share a traffic generator across two DUTs.
In this topology, two traffic lows come in from the traffic generator towards the
VirtualWire switch on port 3 on two different subnets. Use the VirtualWire switch to
filter the incoming streams based

on the source IP addresses and redirect them toward the required destination.

devicel device?

vw=switch

1]

Ixia

Figure 1-6: VirtualWire with vFlows for Traffic Filtering

Copyright © 2010 - 2020 Pluribus Networks
Page 35/95



To configure traffic filtering on the VirtualWire switch, use the following commands:
1. Configure amulti-port association with any-master policy by using the command:

CLI (network-adm n@w swi tch) > port-associati on-create nane
name-string master-ports port-list slave-ports port-1ist
virtual-wire bidir policy any-master

Creates a port association between

port-assocl atl on-create different ports.

name name-string Specify the name for the port

association.
mast er-ports port-1|ist Specify the master ports.
sl ave-ports port-1list Specify the slave ports.

Specifythevi rtual - w r e keyword
virtual-wire|no-virtual-wire for the associated ports to form a
VirtuialWire.

Specify bi di r keyword to establish a bi-

bidir|no-bidir directional port state tracking.

Specify the port association policy, the

policy all-masters|any-master ., q policyis al | - mast ers.

Below is an example configuration named filer-traffic by specifying the master ports, 20,
49 and slave ports as 3; with any-master policy:

CLI (network-adm n@w swi tch) > port-associ ati on-create nane
filer-traffic master-ports 20,49 slave-ports 3 virtual-wire
bi dir policy any-nmaster

2. Create two vFlows on the VirtualWire switch to filter traffic based on source IP
address:

CLI (network-adm n@w-switch) > vflow create name nane-string
scope local|fabric src-ip ip-address in-port port-list action
toport action-to-ports-value port-list table vflowtabl e-nane
precedence 15

vfl ow-creat e Creates avirtual flow definition.

name nane-string Specify the name for the vFlow.

Specify the scope for the vFlow

scope local|fabric )
configuration.

Specify the source IP address for the

src-ip ip-address VElow.



i n-port Specify the incoming port for the vFlow.

action Specify the forwarding action to apply to

the vFlow.
action-to-ports-val ue port- Specify the port value for the specified
Iist action.

Specify the table name as L1-Virtual-

tabl e vfl owtabl e-nane Wire-1-0 table.

Specify the traffic priority value between

precedence > and 15.

For example, below is an example configuration for two vilows: filterstream1, and
filterstream?2:

CLI (network-adm n@w sw tch) > vflow create nane
filterstreaml scope | ocal src-ip 10.0.100.250 in-port 3 action
toport action-to-ports-value 20 table L1-Virtual-Wre-1-0
precedence 15

CLI (network-adm n@w-switch) > vflow create nanme
filterstrean2 scope local src-ip 10.0.200.250 in-port 3 action
toport action-to-ports-value 49 table L1-Virtual-Wre-1-0
precedence 15

Use the show command to view your configuration:

CLI (network-adm n@w sw tch) > vfl owshow name nanme-string



Building a VirtualWire™ Fabric

Multiple VirtualWire switches can be interconnected to form a single VirtualWire fabric.
A VirtualWire fabricis like a highly scalable and distributed patch panel that can be
dynamically and remotely provisioned to implement single dedicated wire speed links
between any two device ports in the network.

When all of the switches in the VirtualWire fabric are part of the same Management
Fabric, they can be provisioned and controlled as a single logical VirtualWire switch.

The most efficient design for a VirtualWire fabricis based on the classic leaf-spine
architecture, or Clos, a non-blocking, multistage switching topology, as in the figure
below.

Wirtual Wire Switch Virtual \Whre Switch Wirtual Wire Sweich
L e ——
, = T
- Gl ..L_'
WVirtual Wire Switch Wimual Wire Swibch Wirtual Wire Switch Viruad Wire Switch
L LU L™ L™ L] L™ ]

Figure1-7 - Leafand Spine Topology for Virtual Wire Fabric

Note: In CLOS architecture, there is no limit to the number of VirtualWire links
between device ports that are physically connected to the same leaf. Instead, the
number of VirtualWire links between device ports that are connected to different
leafs depend on the over-subscription ratio between leaf and spine.

With this approach, you can select the desired over-subscription ratio and build a
modular and scalable architecture to scale up to thousands of device ports.

For example, using the Dell or Freedom series switches as building blocks, a possible leaf
switch configuration uses 48 X 10 Gigabit Ethernet ports to connect to device ports and
6 x 40 Gigabit Ethernet ports to connect to the spine layer, resultingin a1.8:1 over-
subscription ratio.

Based on the desired maximum number of device ports, you can select from different
scale options:



17 leaf 6 spine at 1.8:1 over-subscription ratio for a total of 748 device 10
Gbps/1Gbps ports

Figure1-8: 17 Leafs and 6 Spines

34 leaf 12 spine at 1.8:1 over-subscription ratio for a total of 1496 device
10Gbps/1Gbps ports
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Figure1-9: 34 Leafs and 12 Spines

68 leaf 24 spine at 1.8:1 over-subscription ratio for a total of 2992 device
10Gbps/1Gbps ports
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Figurel-10 - 68 Leafs and 24 Spines
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Configuring the Fabric Over the Management Interface

Fabric configuration information can be exchanged over the network through in-band
communication.

However, occasional disruption to in-band traffic occurs due to factors such as network
re-convergence, port flapping, power system transients, and other events.

Therefore, an alternative method is to configure fabric communication over the
management interface for a dedicated communication channel.

This can be achieved while creating the fabric, for example:

CLI (network-adm n@wi tch) > fabric-create name MyFabric
fabric-network ngmt

When you create a fabric over the management interface, any other node joining the
fabric inherits this setting. In other words, all nodes within the same fabric communicate
through the same network type with fabric peers. You cannot have mixed fabric
configurations using both management interfaces and in-band communication.

Therefore, Netvisor does not display fabrics over an incompatible networks when you
execute thef abri c-j oi ncommand. This prevents a switch from joining an
incompatible fabric.

When you configure the fabric communication over the management interface, all fabric
communication stays on the management network, except the following types of
packets:

e Cluster synchronization-related messages and cluster keep-alive packets sent over

the in-band interface.

e The fabric advertisements such as fabric keep-alive packets and global-discovery
packets are controlled by fabric-advertisement-network, which is configured while
creating or modifying a fabric.

While fabric-related communication such as transactions, notifications, file system
replication messages, and other communications can be configured to be sent over the
management network, for consistency, itis recommended to use the same
management network for other purposes or communication types such as network
status updates and forwarded packets, collectively referred to as control network and
fabric advertisements.

Thef abri c- cr eat e command allows you to select the transmission medium for
other traffic types using specific parameters named cont r ol - net wor k andf abri c-
adverti senent - net wor k:

CLI (network-adm n@w tch) > fabric-create name MyFabric
[fabric-network in-band| mgnt] [control-network in-band| ngnt]
[fabric-advertisenent-network inband-ngnt|inband-only| ngnt-



onl y]
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Displaying Fabric Nodes

Netvisor ONE uses fabric keepalive packets to determine the state of each fabric node.
To display the state, use the fabric-node-show command with the syntax:

CLI network-adm n@w tch > fabric-node-show [state offline|
onl i ne|in-band-only-online|ngnt-only-online|fabric-joined|
eul a-required| setup-required|fabric-required|fresh-install]

Netvisor ONE supports monitoring and reporting on both management and in-band
network, therefore the node state can be one of the following:

e onl i ne —reach-ability of node over both management and in-band interfaces

e | n-band-onl y-onl i ne —reach-ability of node through in-band channel only

e ngnt - onl y-onl i ne — reach-ability of node through management network only

e of fl i ne —noreach-ability over either communication channel.

In this example, Netvisor ONE displays the onl | ne node state in the command output:

CLI (network-adm n@w tch) > fabric-node-show | ayout vertica

i d:

name:

f ab- nane:
fab-id:

cluster-id:

fab- ncast-i p:

| ocal - mac:
fabric-network:
mgnt -i p:
ngnt - mac:

mgnt - | 3- port:
nmgnt - secondar y- nacs:
I n- band-i p:

i n-band- mac:

i n-band-1 3-port:

i n- band- secondar y- nacs:

fab-tid:
cluster-tid:
out - port:
version:

st at e:
firmnare-upgrade:
devi ce- st at e:
ports:

167772208

switch

My Fabri c
a000030: 5537b46¢
a000030: 1

64: 0e: 94: 28: 00: 8e
i n- band

10. 9. 100. 100/ 16
64: Oe: 94: 28: 00: 8f
0

192. 168. 42. 10/ 24
64: Oe: 94: 28: 00: 8e
0

O r

5.0. 0-5000014540
onl i ne

not -required

ok

0

Also checkthef ab-ti d value for consistency on each node. See the Troubleshooting

the Fabric section for details.
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Displaying Fabric Information and Statistics

To display information on the configured fabrics, use the fabric-show command:

CLI (network-adm n@w tch) > fabric-show

nane id vl an fabric-network control-network tid
Fabricl a000030:5537b46c 3 i n- band i n- band 365
Fabric2 6000210: 566621ee 100 nmgmnt i n- band 5055

To display the information about the fabric instance of the local switch, use the
fabric-infocommand:

CLI (network-adm n@wi tch) > fabric-info format all | ayout
verti cal

name: Fabricl

id: a000030: 5537b46¢c

vl an: 3

fabric-network: i n- band

control - net wor k: i n- band

tid: 365

fabric-adverti senent - network: inband-only
To display fabric statistics use the f abri c-st at s- showcommand:

CLI (network-adm n@w tch) > fabric-stats-show

switch id server storage VM wlan wvxlan tcp-syn tcp-est tcp-completed tcp-bytes udp-bytes arp
pubdev02 0 0 0 0 0 0 14.0k 5 40 125K 0 0
pubdev03 0 0 0 0 0 0 3.85K 3 24 110M 0 0

To display fabric statistics in vertical format, use the following command:

CLI (network-adm n@w tch) > fabric-stats-show formt al
| ayout vertical
swi tch:

i d:

servers:

st or age:

VM

vl an:

vx|l an:
tcp-syn:
tcp-est:
tcp-conpl et ed
t cp- bytes:

5

cNeololololNeoNoNoNoNaR))



udp- byt es: 0
ar p: 0
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Example: Configuring a Swich for VirtualWire™ Mode

The configuration example in this section refers to a VirtualWire fabric composed by
one spine and two leaf switches as in the figure below.

Two devices, device-A and device-B, have respectively two ports and one port that are
physically connected to the VirtualWire switch Leaf-1. A third device, device-C, is
physically connected to the VirtualWire switch Leaf-2.

The desired logical setup consists in a bidirectional service chain topology where
device-Aisinsertedin-line between device-B and device-C.

Spine-1

Port 45 Virtual Wire Link A-C

Leaf-2

Leaf-1 Wirtual Wire Link A-C

Wirtual Wire Link A-C

Device-B

Figure1-11 - Bidirectional Traffic over a VirtualWire Connection

To create a bidirectional virtual link from device-A to device-C, use these steps:

1) Configure a port association for device-A to device-C using port1and port 45 on Leaf-
1.

CLI (network-adm n@eaf-1) > port-association-create nane
link-AC virtual-wire bidir master-ports 1 slave-ports 45

2) Configure a port association on Spine-1 between ports 1 and 2:

CLI (network-adm n@pi ne-1) > port-association-create nane
i nk-AC virtual-wire bidir master-ports 1 slave-ports 2

3) Configure a port association on Leaf-2 between ports 45 and 1.

CLI (network-adm n@eaf-2) > port-association-create nane
i nk-AC virtual-wire bidir master-ports 45 slave-ports 1
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Example: Configuring a Switch for Unidirectional
VirtualWire™ Mode

Unidirectional VirtualWire links can be used for testing link fault signaling features like
Cisco Unidirectional Link Detection (UDLD).

In the example below, the traffic directions are separated and individually controlled by
creating unidirectional VirtualWire links in a Virtual Wire fabric composed by one spine
and two leaf switches.

In the resulting logical topology, device-B and device-C are directly interconnected in
one direction; in the opposite direction device-A, a trafficimpairment tool, is inserted in-
line. Device-A can be used to introduce errors on the wire or to emulate unidirectional
fiber cut events.

Spine-1

Port 1 Virtual Wire Link C-B

Leaf-2
Wirtual Wire Link A-C

Leaf-1
Virtual Wire Link A-C

Device-B

Figure1-12 - Unidirectional Traffic over a Virtual Wire Connection

To configure the VirtualWire switch for unidirectional traffic, use the following steps:

1) Configure a port association on Leaf-1, ports 1 and 45.

CLI (network-adm n@-eaf-1) > port-association-create nane
l'i nk-AC virtual -wire master-ports 1 slave-ports 45

2) Configure a port association on Spine-1, ports 1 and 3:

CLI (network-adm n@pi ne-1) > port-associ ation-create nane
i nk-AC virtual -wire nmaster-ports 1 slave-ports 3

3) Configure a port association on Leaf-2, ports 45 and 1:
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CLI (network-adm n@eaf-2) > port-association-create nane
i nk-AC virtual-wire master-ports 45 slave-ports 1

This configuration connects device-A to device-C over a unidirectional virtual wire link.

To connect device-C to device-B over a unidirectional virtual link, use the following
steps:

1) Configure a port association on Leaf-1 for ports 3 and 46:

CLI (network-adm n@eaf-1) > port-association-create nane
link-CB virtual-wire master-ports 3 slave-ports 46

2) Configure a port association on Spine-1 for ports 2 and 4:

CLI (network-adm n@pi ne-1) > port-association-create nane
link-CB virtual-wire nmaster-ports 2 slave-ports 4

3) Configure a port association on Leaf-2 for ports 46 and 1.

CLI (network-adm n@-eaf-1) > port-association-create nane
link-CB virtual-wire master-ports 46 slave-ports 1

This configuration connects over a unidirectional virtual wire link.

To configure a VirtualWire connection between device-B and device-A:

1) Configure a port association on Leaf-1 for ports 3 and 2:

CLI (network-adm n@eaf-1) > port-associ ati on-create nane
i nk-BA virtual-wire master-ports 3 slave-ports 2



Configuring the Inline Services for VirtualWire™

The Inline Service feature manages service chains for Layer 1 VirtualWire switches. The
term, Inline Services, refers to services attached to a Layer 1 VirtualWire switch such as
Next-Generation Firewall (NGFW), Intrusion Detection System (IDS), Intrusion
Prevention System (IPS), and Distributed Denial of Service attack (DDoS) Prevention.

When an Inline Service fails, a policy determines if trafficis allowed to bypass the Inline
Services or if the trafficis blocked until the Inline Services recovers.

Security services such as NGFW, IDS, IPS, and DDoS are important for any network
deployment. Inline Services provide continuous monitoring of the network for improved
security. Inline security services can fail due to power failure, maintenance or other
reasons. An Inline Service failure has the potential to affect the flow of trafficin the
network, potentially bringing the network down. This requires continues monitoring of
services on network for better security.

To safeguard against such failures, the Inline Service feature provides a way to steer
traffic around the failed Inline Service so trafficis not impacted. During a failure, the
networkis not protected by the service provided by the Inline Service.

The Inline Service recover and failure is detected by the port link states, UP and DOWN,
between the Layer 1 VirtualWire switch and the Inline Service.

However a device connected to the switch can fail without the port sending an UP or
Down link state. In such cases, Netvisor One relies on a heartbeat, or a probe in a form of
a pre-defined packet, sent to an attached device.

Morth-1

Virtual Wire Switch

South-5

Services: IPS, DDoS, and NGFW
Chain:1to2to3todtos

Figure 1-13 - Example of Inline Services
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You configure the order of the Inline Services using the port - associ ati on-
servi ce-* commands.

If aninline service is configured with the parameter, f ai | - open, Netvisor One sends
traffic and skips any Inline Services failing on the network.

For example, if you configure Inline Services with the chain 1->2->3->4->5 and the Inline
Service 3 fails, the new chainis 1->2->4->5,

If an Inline Service is configured with the parameter,f ai | - cl ose,and any Inline
Service fails, network traffic is blocked.

For example, if you configure the chain 1->2->3->4->5,and any Inline Service such as 2, 3,
or 4 fails, network traffic does not low through the chain, and network traffic flow stops.

Configuring Heartbeat Service

Netvisor One generates a packet from the CPU to send to the receive port of an Inline
Service and the Netvisor One vFlow configured for snooping is not port-specific, as
Netvisor One accepts the response from either the receive port or the transmit port. You
configure the heartbeat as an additional parameter for a specific Inline Service.

For example, to create a heartbeat detection service named FW-Probe, use the
following syntax:

CLI (network-adm n@pi nel) > service-heartbeat-create nane
FW probe interval 5s retry 3 vlan-id 10 src-nmac

64: 6e:11:1c:11:11 dst-mac 01:1b:11:01:01: 01 type normal

payl oad 54 63 82 ff 01 46 12 ce a2 d4 00 00 00 00 00 OO OO0 OO

In this example, you define the frequency of the heartbeats as well as the number of
missed probes before Netvisor One detects the service with this heartbeat is down.

To add the Heartbeat Service to Inline Services, FW-1 and FW-2, use the following
syntax:

CLI (network-adm n@spi nel) > inline-service-create name FW
tx-port 11 rx-port 11 heartbeat FW probe

CLI (network-adm n@bpi nel) > inline-service-create name FW
tx-port 9 rx-port 10 heartbeat FW probe

Netvisor One counts the missed heartbeats separately for FW-1 and FW-2.
Configuring the Payload

Specify the payload as a packet including Ethertype of the packet, but excluding the CRC
at the end. For example, an ARP packet uses this format:

Payl oad(i ncl udi ng CRC):



o: ffff ffff ffff 0011 0100 0001 0806 0001

48: 0000 0000 0000 0000 0000 0000 2160 ccb6b
............ .k

A heartbeat service, HB_4 for this ARP packet has the following syntax:

CLI (network-adm n@pi nel) > service-heartbeat-create nane
HB4 arp interval 1s retry 10 vlan 1 src-mac 00:11:01: 00: 00: 01
dst-mac ff:ff:ff:.ff:ff.ff payl oad "0806 0001 0800 0604 0001
0011 0100 0001 0101 0101 0000 0OO0OO0 0000 0101 0102 0000 0000
0000 0000 0000 0000 00O0O0"

When you create the Heartbeat Service, Netvisor One installs a specific vFlow in the
vFlow table.

Netvisor One verifies the functionality of the Inline Service using two methods:1) a
normal heartbeat, and 2) a pass-through heartbeat. When you configure the parameter,
type, you specify the type of heartbeat for the service as nor mal ,arequest-response
heartbeat indicating the service responds to the heartbeat. If you specify pass-

t hr ough as the heartbeat, Netvisor One sends the packet and returns it the switch
through the service.

Configuring Inline Services with a Heartbeat Service

To configure the example topology displayed in Figure 1 - Example of Inline Services -
use the following steps:

1) Configure the North-South port association, use the following syntax:

CLI (network-adm n@bpi nel) > port-association-create nane

Nort hToSout h master-ports 1 slave-ports 8 virtual-w re no-
bi dir

2) Define and configure the Heartbeat Service parameters:

CLI (network-adm n@spi nel) > service-heartbeat-create nane
FW probe interval 5s retry 3 vlian-id 10 src-mac

64: 6e:11:1c:11:11 dst-mac 01: 1b:11:01:01: 01 type pass-through
payl oad 54 63 82 ff 01 46 12 ce a2 d4 00 00 00 00 00 00 00 0O

3) Configure the Inline Services chain:
CLI (network-adm n@pi nel) > port-associ ati on-service-add
port-associ ation-name NorthToSouth inline-service |IPS order 2

policy-action fail-open

CLI (network-adm n@pi nel) > port-associ ati on-service-add
port-associ ati on-nanme NorthToSouth inline-service DDoS order 3



policy-action fail-open

CLI (network-adm n@pi nel) > port-associ ati on-service-add
port-associ ation-name NorthToSouth inline-service NGAF order 4
policy-action fail-closed

Netvisor One uses new commands to configure Heartbeat Services:

CLI (network-adm n@pi nel) > service-heartbeat-create

name nanme-string Specify aname for the Heartbeat Service.

Specify the interval between heartbeat

interval duration: #d#h#mis
packets.

Specify the number of times to retry

retry retry-n r i
etry retry-nunbe sending a packet.

vl an vl an-i d5 Specifya VLANID.
src-mac mac- addr ess Specify the source port MAC address.
dst-mac nmac- addr ess Specify the destination MAC address.

Specify the type of heartbeat response
as normal or pass-through. A normal
response indicates that the Inline Service

type nornmal | pass-through sends the response. A pass-through
response indicates that Netvisor One
sends the response and returns it to the
Inline Service.

Specify the payload for the heartbeat

payl oad payl oad-string packet.

CLI (network-adm n@bpi nel) > service-heartbeat-delete
name name-string Specify aname for the Heartbeat Service.
CLI (network-adm n@spi nel) > service-heartbeat-nodify

name nanme-string Specify aname for the Heartbeat Service.

Specify the interval between heartbeat

i nterval duration: #d#h#mis
packets.

Specify the number of times to retry

retry retry-n r
etry retry-nunbe sending a packet.

CLI (network-adm n@spi nel) > service-heartbeat-show

Displays the name for the Heartbeat

name nanme-string Service



i nterval duration: #d#h#mis

retry retry-nunber

vl an vl an-id5
Src- mac nmac- addr ess

dst - mac mac- addr ess

type normal | pass-through

payl oad payl oad-string

Configuring Service Chains

Displays the interval between heartbeat
packets.

Displays the number of times to retry
sending a packet.

Displaysa VLAN ID.
Displays the source port MAC address.
Displays the destination MAC address.

Displays the type of heartbeat response
as normal or pass-through. A normal
response indicates that the Inline Service
sends the response. A pass-through
response indicates that Netvisor One
sends the response and returns it to the
Inline Service.

Displays the payload for the heartbeat
packet.

A service chainis configured using port - associ ati on- servi ce-* commands. The
services in the chain are managed usingi nl i ne- servi ce-* commands.

Inline Services are configured using the following commands:

CLI (network-adm n@bpi nel) > port-associ ati on-service-add

port-associ ati on- nanme nane-
string

swi tch name-string

i nline-service inline-
servi ce- nane
order nunber

policy-action fail-open|fail-
cl osed

Specify the name of the port association
to apply the service.

Specify the switch name where the
service is located.

Specify the name of the Inline Service.

Specify anumber to designate the order
of the service. This is a value between 1
and 65535

Specify a policy action when the service
fails on the network.

CLI (network-adm n@spi nel) > port-association-service-nodify

port-associ ati on-nanme nanme-
string

switch nanme-string

i nline-service inline-

Specify the name of the port association
to apply the service.

Specify the switch name where the
service is located.

Specify the name of the Inline Service.



servi ce-nane
order nunber

policy-action fail-open|fail-
cl osed

Specify anumber to designate the order
of the service. Thisis avalue between1
and 65535

Specify a policy action when the service
fails on the network.

CLI networ k-adm n@bpi nel) > port-associati on-service-renove

port-associ ati on- nanme nane-
string

swi tch name-string

i nline-service inline-
servi ce- nane

Specify the name of the port association
to apply the service.

Specify the switch name where the
service is located.

Specify the name of the Inline Service.

CLI (network-adm n@bpi nel) > port-association-service-show

port-associ ati on-nane nane-
string

switch name-string

inline-service inline-
servi ce-nane
order nunber

policy-action fail-open|fail-
cl osed

CLI (network-adm n@pi nel) > inl

name nanme-string

t x-port port-1list

rx-port port-Ilist

Displays the name of the port association
to apply the service.

Displays the switch name where the
service is located.

Displays the name of the Inline Service.

Displays a number to designate the order
of the service. Thisis avalue between1
and 65535

Displays a policy action when the service
fails on the network.

i ne-service-create

Specify aname for the Inline Service.

Specify the transmit port for the Inline
Service.

Specify the receive port for the Inline
Service.

CLI (network-adm n@Bpi nel) > inline-service-delete

name nanme-string

Specify aname for the Inline Service.

CLI (network-adm n@spi nel) > inline-service-show



name nanme-string

t x- port

rx-port

port-1li st

port-1list

Specify aname for the Inline Service.

Specify the transmit port for the Inline
Service.

Specify the receive port for the Inline
Service.



Configuring and Displaying Statistics

You can display standard statistics that consist of low-based information collected and
tracked continuously by the switch. To modify statistics logging, use the st at s- | 0og-
nodi f y command and disable or enable statistical logging as well as change the
interval, in seconds, between statistical events.

To show connection-level statistics, traffic flows between a pair of hosts for an
application service, including current connections and all connections since the creation
of the fabric, enter the following CLI command at the prompt:

CLI (network-adm n@eafl1l) > connection-stats-show
swi t ch: pubdev02

count: 0

mac: 64: 0e: 94: 28: 00: 8e
vl an: 3

i p: 192.168. 42. 10
port: 25

i conns: 6

oconns: 0

i byt es: 224K

obyt es: 10. 5K

total - byt es: 235K

first-seen:

02-26,17:19: 52

| ast - seen: 02-26,17:19: 57
| ast - seen-ago: 17d14h6nbs

swi t ch: pubdev02

count : 0

mac: 64: 0e: 94: 28: 03: 56
vl an: 3

i p: 192.168.42. 30
port: 128

i conns: 0

oconns: 3946878

i bytes: 4. 50M

obyt es: 13. 5M

t ot al - byt es: 18. OM
first-seen: 01- 06, 09: 23: 07
| ast - seen: 08: 25: 20

| ast - seen-ago: 42s

GET http://<switch-ip>/vRest/connection-stats

From the information displayed in the output, you can see statistics for each switch,
VLANSs, client and server IP addresses, as well as the services on each connection.
Latency and other information is also displayed.

The latency (us) column displays the running latency measurement for the TCP
connection in microseconds. It indicates end-to-end Round-Trip-Time (RTT) between
TCP/IP session client and server and includes the protocol stack processing for the



connected hosts and all intermediary network hops.
To display connection latency, use the connect i on- | at ency- showcommand:
CLI (network-adm n@eafl) > connection-|atency-show

swi tch m n max num conns percent avg-dur obytes ibytes
total - bytes

switch-v 0.00ns 20.0us 67.5K 76% 17.12m 32.9K 18.0K
cwi i ob-v 20.0us 40.0us 2, 74K 3% 1.64h 8.77M 123M
Swi Lehey 40.0us 60.0us 10. 4K 11% 1.40n  22.0M 403M
cw tobov 60.0us 80.0us 185K 2% 1.10h  8.16M 127M
swi Lohev 80.0us 100us 901 1% 1.02h  3.39M 53.5M
cwiiohov 100us 120us 1. 35K 1% 1.23h  5.49M 126M
switeheyv 120us  140us 801 0% 1.06h 5.67M 39.2M
44. 9M
switch-v 140us 160us 545 0% 1.19h  1.88M 29.4M
sgwliglr\]ﬂ-v 160us 180us 1.08K 1% 1.21h  5.04M 82.8M
cui iohov 180us 200us 583 0% 56.77m 5.15M 72.7M
sZ\n‘?iva 200us 729 0% 48.51m 2.57G 184M
2.75G

GET http://<switch-ip>/vRes/connection-
| at enci es



Adding UNUM Insight Analytics Flow for Network Visibility

UNUM Insight Analytics Flow is an application developed by Pluribus Network that
enables the network administrator to extract the analytical value from the telemetry
datareported by the network switches powered by Pluribus Networks Netvisor®
network operating system.

UNUM connects the switches as part of the Netvisor® fabric to gain visibility into the
network, and extract all the telemetry data made visible by the Pluribus Network
Operating System.

Once datais collected, UNUM Insight Analytics Flow relies upon a modern search engine
database infrastructure to store, aggregate, filter, correlate and visualize vast amounts
of datain real-time as well as with a powerful “time machine” functionality.

As shown in the figure below UNUM Insight Analytics Flow can be deployed in a Virtual
Wire fabric topology, by connecting the UNUM Insight Analytics Flow server(s) to the
fabric management network. Using Netvisor® APIl, UNUM Insight Analytics Flow
establishes a connection to any Virtual Wire switch in fabric to gain visibility into the
entire fabric network and extract all the device layer telemetry data made visible by the
distributed Pluribus Network Operating System.

Once datais collected, UNUM Insight Analytics Flow relies upon a modern search engine
database infrastructure to store, aggregate, filter, correlate and visualize vast amount of
datainreal time.

Visualization

MultiVendor Topology Visualization Dashboard

Device and
! Fabric

Workflow | Insight
I
Management [

Automation

NetvisorOME MultiVendor
Analytics Analytics
Data Sources Data Sources

MNetvisor ONE
Devices

Metworked
Devices

Nefvisar ONE 05 aFTow, IPRX

Managed Devices

e

Figurel-14 - UNUM Insight Analytics Flow
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Figure1-15- Overview of UNUM Insight Analytics Flow Topology

To add UNUM Insight Analytics Flow to your network, please see the Pluribus UNUM
Management Platform
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Additional Information for Pluribus VirtualWire

e Installing Netvisor One and Initial Configuration
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Installing Netvisor One and Initial Configuration

This section contains information about initial configuration of your switch as well as
commands to manage, upgrade, and restore Netvisor One configurations.

Changes to the End User License
Agreement (EULA)

Using the Serial Console Port for

Initial Configuration

Managing Netvisor ONE Certificates

Setting the Date and Time

Viewing User Sessions on a Switch

Archiving Log Files Outside the
Switch

Exporting Configurations Using
Secure Copy Protocol (SCP)

Displaying and Managing Boot

Environment Information

Auto-configuration of IPv6 Addresses

on the Management Interface

Support
Managing RMAs for Switches

Support for Local Loopback IP

Addresses

Modifying and Upgrading Software
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Changes to the End User License Agreement (EULA)

Currently, the Netvisor One EULA is displayed when the switch is setup.

Net vi sor OS Conmand Line Interface 5.1.0

By ANSWERI NG "YES" TO THI S PROWPT YOU ACKNOW.EDGE THAT YOU
HAVE READ THE TERMS OF THE PLURI BUS NETWORKS END USER LI CENSE
AGREEMENT ( EULA) AND AGREE TO THEM [YES | NO | EULA]?: vyes

If you enter the EULA option, the output displays the complete EULA text. After this
action, itis not possible to confirm EULA acceptance again. In some cases, an integrator
may have accepted the EULA on behalf of the actual end user.

A new command is now available to display the EULA acceptance with a timestamp of
the event:

CLI (network-adm n@n-sw 01) > eul a- show

End User License Agreenent

Pl uri bus Networks, Inc.'s ("Pluribus", "we", or "us") software
products are designed to provide fabric networking and

anal ytics solutions that sinplify operations, reduce operating
expenses, and introduce applications online nore rapidly.

Bef ore you downl oad and/or use any

of our software, whether alone or as |oaded on a piece of

equi pment, you will need to agree to the ternms of this End
User License Agreenent (this "Agreenent").

PN EULA v. 2.1

eul a-show. No fabric
eul a-show. Fabric required. Please use fabric-create/join/show
CLI (network-adm n@n-sw 01) >



Using the Serial Console Port for Initial Configuration

This procedure assumes that you have installed the switch in the desired location and it
is powered on.

Warning: Do not connect any ports to the network until the switch is configured. You
can accidentally create loops or cause IP address conflicts on the network.

If you are going to cable host computers to the switch, there is an option to enable or
disable host ports by default.

1. Connectthe console port on the rear or front (depending on the model) of the
switch to your laptop or terminal concentrator using a serial cable.
2. From the terminal emulator application on your computer, log into the switch with

the username network-admin and the default password admin.

Note: Netvisor ONE supports both IPv4 and IPv6 addresses for the in-band interface.

Warning: Be sure to type in a static IP address for the management interface during
the initial configuration. Netvisor One initially uses DHCP to obtain an IP address, but
DHCP is not supported after the initial configuration.

3. Begin theinitial configuration using the initialization procedure displayed.
4. Enter the following details when prompted, an example is provided in the output
below:

Accept the EULA agreement

Type-in the switch name. An example is provided in the output below.

Enter and re-enter the password

Enter the Management IP and netmask. An example is provided in the output
below.

Enter the In-band IP and netmask. An example is provided in the output below.
Enter the IP address of the Gateway.

Enter the IP address for the primary and secondary DNS.

Enter the domain name.

O O 0O

O O 0o

switch consol e | ogin: network-admn
Password: adm n

Net vi sor OS Command Line Interface 5.1.0

By ANSVEERI NG "YES" TO THI S PROMPT YOU ACKNOW.EDGE THAT YOU
HAVE READ THE TERMS OF THE PLURI BUS NETWORKS END USER LI CENSE
AGREEMENT (EULA) AND AGREE TO THEM [YES | NO | EULA]?: yes
Switch setup required:

Switch Name (netvisor): pn-swtch-01



net wor k- adm n Password: password <return>
Re-enter Password: ******** <return>
Mgnt | P/ Net mask (dhcp): 10.14.2.42/23
Mgnt | Pv6/ Net mask:

I n-band | P/ Net mask: 12.1.165.21/24

I n-band | Pv6/ Net mask:

Loopback 1P:

Loopback 1 Pv6:

Gateway | P (10.14.2.1):

Gat eway | Pv6:

Primary DNS | P: 10.135.2.13

Secondary DNS | P: 10.20.4.1

Domai n nanme: pluribusnetwor ks. com

Aut omatical ly Upl oad Di agnostics (yes):

Enabl e host ports by default (yes):
nvOS system i nf o:
serial nunber: 1918PN8500165
hosti d: b001720
device id: 561TG02
Swi tch Set up:
Swi tch Name pn-swi tch-01
Switch Mgm 1P 10.14.2.42/ 23
Switch Mgnt | Pv6 fe80::4e76: 25ff: feef: 5140/ 64
Switch In-band IP 12.1.165. 21/ 24
Switch I n-band | Pv6 fe80::640e: 94ff:fe20: 8787/ 64
Swi tch Loopback I P Do
Swi tch Loopback 1Pv6 : :
Swi tch Gat eway :10.14. 2.1
Switch I Pv6 Gat eway D
Switch DNS Server 10.135. 2. 13
Switch DNS2 Server 10.20.4.1
Swi tch Domai n Name pl uri busnet wor ks. com
Switch NTP Server
Switch Tinmezone Anmeri cal/ Los_Angel es
Switch Date 2019- 09- 20, 11: 30: 49
Enabl e host ports yes
Anal ytics Store def aul t

Pleaée use fabric-create/join/show
nvOS ldentifier:0xb001720;

Fabric required.
Connected to Switch pn-switch-01;
Ver: 5.1.0-5010014980

When you setup a switch for initial configuration, the host facing ports are enabled by
default. However, you can disable the host ports until you are ready to plug-in host
cables to the switch. If Netvisor ONE does not detect adjacency on a port during the
qui ckst art procedure, the ports remainin the disabled state.

To enable the ports after plugging in cables, use the port - confi g-nmodi fy port
port-list host-enabl ecommand. Netvisor ONE enables host ports by default
unless you specify NO during the qui ckst art procedure as displayed below.

OS Command Line Interface 5.1.0
TO THI S PROMPT YOU ACKNOW.EDGE THAT YOU

Net vi sor
By ANSWVERI NG " YES"



HAVE READ THE TERMS OF THE PLURI BUS NETWORKS END USER LI CENSE
AGREEMENT ( EULA) AND AGREE TO THEM [YES | NO | EULA]?: vyes
Switch setup required:

Switch Name (netvisor): pn-switch-01

net wor k- adm n Password: password <return>

Re-enter Password: ******** <return>

Mgnt | P/ Net mask (dhcp): 10.14.2.42/23

Mgnt | Pv6/ Net mask:

I n-band | P/ Net mask: 12.1.165.21/24

I n-band | Pv6/ Net mask:

Loopback 1P:

Loopback 1 Pv6:

Gateway | P (10.14.2.1):

Gat eway | Pv6:

Primary DNS | P: 10.135.2. 13

Secondary DNS | P: 10.20.4.1

Domai n nanme: pluribusnetwor ks. com

Aut omatical ly Upl oad Di agnostics (yes):

Enabl e host ports by default (yes): no

To verify, use the command:

CLI (network-adm n@n-sw tch-01) > port-show port 9,10

switch port bezel - port st at us config
pn-swi tch-01 9 3 phy- up, host - di sabl ed 10g
pn-swi tch-01 10 3.2 phy- up, host - di sabl ed 10g

To enable the port (s), use the command:

CLI (network-adm n@n-sw tch-01) > port-config-nodify port
9,10 enabl e host-enabl e

CLI (network-adm n@n-sw tch-01) > port-show port 9,10

switch port bezel-port status config
pn-switch-01 9 3 up, vl an-up fd, 10g
pn-switch-01 10 3.2 up, vl an-up fd, 10g

You cannot change (enable or disable) the host-ports by using the switch setup process
after the initial configuration is done. If you try to modify the host-ports, Netvisor ONE
displays an error as displayed in the example here:

CLI (network-adm n@n-switch-01) > switch-setup-nodify
di sabl e- host-ports

swi tch-setup-nodify: disabl e/ enable host ports can be set only
at initial switch-setup tinme

During the initial configuration of the switch, if the host ports are disabled, then all ports
having the same port configuration will be disabled. This can be viewed using the
following command:



<CLI (network-adm n@n-sw tch-01) > port-config-show port
port-list host-enable

In this mode, when any port comes up physically, Netvisor ONE automatically sends and
receives LLDP packets to look for peer switches. If Netvisor ONE does not detect an
adjacency within 5 seconds, the portis flagged as host - di sabl ed. With this flag set,
Netvisor ONE only accepts LLDP packets and does not initiate packet transmission.

CLI (network-adm n@n-sw tch-01) > port-config-show port 9, 10

switch port bezel - port st at us config
pn-switch-01 9 3 up, vl an-up, PN-ot her, LLDP fd, 10g
pn-switch-01 10 3.2 up, vl an-up fd, 10g

After completing switch discovery and fabric creation, use the host - enabl e option to
enable host, server, or router traffic switching, and ports:

CLI (network-adm n@n-sw tch-01) > port-config-nodify port 9
host - enabl e



Managing Netvisor ONE Certificates

Pluribus Networks includes the Netvisor ONE certificates along with the switches during
shipment and you can access the certificates from /var/nvos/certs directory. These
certificates are necessary for communication between switches in a fabric and hinders
the transactions between fabric members if the certificate expires. You can view the
validity (dates valid from and dates valid until) for Netvisor ONE certificate using the

swi t ch-i nf o- showcommand.

When you configure the alarm, the certificate is checked every 24 hours and an alarm is
issued if the number of days of expiry is equal to or less than 30 days . The certificate
expiry alert is enabled by default for 30 days, but can configured between 7 days through
180 days on Netvisor ONE. You can disable this feature usingthecert - expi rati on-
al ert-nodi fy no-netvi sor command.

You can view the certificate expiration alert or alarm configuration by using thecert -
expiration-al ert-showcommandand can schedule an alert notification before
the certificate expires. You can view the alarm or alert notificationinthe event. | og
file and also by running thel og-al ert - show command. Youcanalso configure a
new SNIVP t r ap for certificate expiry on the SNMP services.

Alarmis an eventin the event log,an alertin| og- al ert - showcommand and anew
SNMP trapif the trap server is configured. Frequency of alarm will be every 24 hours
until the certificate has expired.

To configure the certificate expiry alert, use the command:

CLI (network-adm n@w tchOl) > cert-expiration-alert-nodify

Specify one or more of the following
options:

Specify whether to enable or disable
net vi sor | no- netvi sor Netvisor ONE certificate expiration
alerts.

Modify the number of days before
expiration to send alerts (Default 30
days). The value ranges from 7 through
180 days.

days- before-expiration 7..180

To view the alert configuration for the certificate expiry, use the command:
CLI (network-adm n@w tch0l) > cert-expiration-alert-show

switch: switchOl
days- bef ore-expiration(d): 30

To enable or disable the SNMP trap for certificate expiry alert, use the command:



CLI (network-adm n@wi tch01l) > snnp-trap-enable-nodify cert-
expi ry| no-cert-expiry
where,

Specify whether to monitor certificate

cert-expiry|no-cert-expiry expiry or not

To view the alert configuration details older than an hour, use the command:

CLI (network-adm n@w tch0l1) > | og-al ert-show ol der-than 1h

tine switch code nane count | ast - message
00:17:05 switch0l 31008 snf_nvOSd_stop 1 SMF Servi ce stopping nvOsd
00:17:08 switch0l 11008 nvOsd_start 1 version 5.1.5010014665

00:35:49 switch0l 31016 certificate_expiry 1 switch cert expiring in 19 days

The swi t ch-i nf o- showcommand displays the validity (dates valid from and dates
valid until) for Netvisor ONE certificate. For example,

CLI (network-adm n@ru03-sw-1*) > sw tch-info-show

nodel : NRUO3

chassi s-seri al : 1937ST9100075

cpul-type: Intel (R) Xeon(R) CPU D- 1557 @
1.50GHz

cpu2-type: Intel (R) Xeon(R) CPU D- 1557 @
1.50GHz

cpu3-type: Intel (R) Xeon(R) CPU D- 1557 @
1.50GHz

cpu4-type: Intel (R) Xeon(R) CPU D- 1557 @
1.50GHz

o
®

system nmem
swi t ch-devi ce:
fanl- st at us:
fan2- st at us:
f an3- st at us:
f an4- st at us:
f an5- st at us:
f an6- st at us:
fan7- st at us:
f an8- st at us:
fan9- st at us:
fanl0- st at us:
fanll- st atus:
fanl2- st at us:
psl-stat us:
ps2- st at us:

RRAIRIRIRIRIRRIRIRRIS

di sk- model :

di sk-fir mnare:

di sk-si ze:
di sk-type:

M cron_1300_MTFDDAV256 TDL
MbMJOOO

238G

Solid State Di sk, TRI M Supported



bi os-vendor: Ameri can Megatrends Inc.
bi os-version: 1. 00. 00

netvisor-cert-valid-from Sep 13 07:00: 00 2019 GMI
netvisor-cert-valid-till: Sep 14 06:59:59 2039 GMI



Setting the Date and Time

You can set the date and time on a switch by modifying the switch configuration using
the swi t ch- set up- nodi f y command. For example, to change the date and time to
September 24,2019, 09:30:00, use the following command syntax:

CLI (network-adm n@eafl) > switch-setup-nodify date 2019-09-
24 T09: 30: 00

To display the configured setting, use the swi t ch- set up- showcommand:

CLI (network-adm n@eaf2) > switch-setup-show

swi t ch- nane: Leaf 2

mgmnt - i p: 10. 14. 30. 18/ 23

mgnt - i p-assi gnnment : static

ngnt - i p6: 2721::3617: ebff:fef7:94c4/ 64
mgnt - i p6- assi gnnment : aut oconf

mgnt - | i nk- st at e: up

mgmt - | i nk- speed: 1g

i n-band-i p: 192. 168. 101. 7/ 24

I n-band-i p6: fe80::640e: 94ff:fe83: cefal 64
i n- band-i p6-assi gn: aut oconf

gat eway-i p: 10.14.30.1

dns-ip: 10.20.4.1

dns-secondary-ip: 172.16.1. 4

domai n- nane: pl uri busnet wor ks. com

nt p- server: 0. us. pool . ntp.org

nt p- secondary-server: 0. ubunt u. pool . ntp. org
timezone: Anmeri cal/ Los_Angel es

dat e: 2019- 09- 24, 09: 30: 00

hosti d: 184555395

| ocation-id: 7

enabl e- host - ports: yes

banner : * Wel come to Pluribus Networks Inc.
Netvisor(R). This is a nonitored system *

devi ce-i d: 1VDQX4 2

banner : * ACCESS RESTRI CTED
TO AUTHORI ZED USERS ONLY *

banner : * By using the Netvisor(R) CLI,you
agree to the ternms of the Pluribus Networks *

banner : * End User License Agreenent
(EULA). The EULA can be accessed via *
banner : *

http://ww. pl uri busnet works. com eul a or by using the command
"eul a- show" *

Changing the Default Timezone



By default, Netvisor sets the default timezone to US/Pacific Standard Time (PST).

To change the timezone, use the switch-setup-modify command:

CLI (network-adm n@eafl) > switch-setup-nodify timezone tinme-
zone nane



Viewing User Sessions on a Switch

Netvisor ONE enables you to view the user sessions on a specified switch and displays all
currently logged-in users along with the IP address of the user and login time when you
run the command, mgnt - sessi on- show. This information is useful for
troubleshooting purposes or while dealing on issues with Pluribus Customer Support
teams.

CLI (network-adm n@eafl) > ngnt-session-show

Specify any of the following:
user user-string Displays the user name.

cli-user cli-user-string Displays the name used to loginto the

switch.
pi d pid-nunber Displays the process ID.
term nal termnal -string Displays the terminal ID
fromip ip-address Displays the IP address of the user.
login-tinme date/tinme: yyyy- Displays the time and date that the user
mm ddTHH: nmt ss logged into the switch.

renot e-node renot e- node- Displays the name of the remote node.

string

vnet vnet-string Displays the vNET assigned to the user.
type cli|api|shell Displays the type of login session.

For example,

CLI (network-adm n@eafl) > ngnt-session-show

user cli-user pi d terminal fromip login-tinme type

admin network-admn 13805 pts/3 10. 60. 1. 216 11: 20: 52 cli

r oot network-admn 8589 pts/2 10. 14. 20. 109 11-15,17:16:17 cli
net wor k- admi n 08: 24: 10 cli

r oot 19139 pts/1 10. 14. 22. 54 11-15,11: 01: 08 shell

In this example, ther oot user represents the user who has all access by default, while
the admin user has only customized access privileges.



Archiving Netvisor ONE Log Files Outside the Switch

Netvisor ONE enables you to archive the nvOSd log files to an external file server
periodically and these log files may be helpful for troubleshooting purposes. As a
network administrator, you can configure the following parameters to enable archiving
of the log files:

e Server IP address and hostname

e Username and password

e Logarchival interval (minimum interval is 30 minutes and the default value is 24
hours)

On configuring this feature, the log archival configuration parameters are saved in the
log_archival_config.xml file with an encrypted password string. A binary file deciphers
the configuration parameters and also the files that are to be archived. Netvisor ONE
sends an empty time-stamped directory to the configured remote server path and
subsequently, all the log files

are archived to the newly created remote directory. The new directory in the remote
server is created in the nvOS_archive.yyyymmdd_hh.mm.ss format.

Netvisor ONE uses the Secure Copy Protocol (SCP) to archive the log files from the
switch to the remote external server at specificintervals. Using the enabl e or

di sabl e parameterinthe CLIcommand, you can start or stop archiving of the log files.
You can archive regular log files, a set pattern of log files, or awhole directory from one
of the following paths only. If you add files from other paths than the directories
specified here, Netvisor ONE displays an error.

e /var/nvOS/log/*
e /nvOS/log/*
e /var/log/*

Use the below CLIcommands to configure the log archival parameters and schedule the
archival interval.

To modify the archival schedule parameters for the log files, use the command,

CLI (network-adm n@w tch-1) > | og-archival -schedul e-nodi fy

Specify to enable or disable the log

enabl e| di sabl e archival schedule.

Specify one or many of the foll owi ng options:

archi ve-server-usernane Specify the SCP username of log archival
<string> server.

Specify the IP address or hostname of

archi ve-server <string> .
the log archival server.



Specify the SCP server path to archive

. _ _ < i >
archive-server-path <string the log files in.

Specify the log archival interval in
archive-interval minutes. The range varies from 30
<30..4294967295> minutes to 4294967295 minutes with a

default value of 1440 minutes (one day).

archi ve-server-password

<string> Enter the SCP server password.

For example, if you had modified the log-archival-schedule by specifying the archive-
server-username as pn- user, archive-serveraspn-server,and ar chi ve-
server-pathas/ hone/ pn-server/wor kspace/ |l og_archi val _tests, use
the command,

CLI (network-adm n@w tch-1) > | og-archival -schedul e-nodify
archi ve-server-username pn-user archive-server pn-server
archi ve-server-path /hone/ pn-

server/wor kspace/l og_archival tests

To display the modified configuration, use the command,

CLI (network-adm n@w tch-1) > | og-archival -schedul e- show

swi tch: switch-1
archi ve-server-username: pn-user
archi ve-server: pn-server
archi ve-server - pat h: / home/ pn-
server/wor kspace/l og_archival _tests
enabl e: no
archive-interval (m: 1440

To add the log files to the archival list, use the command,

CLI (network-adm n@w tch-1) > | og-archival -schedul e-fil es-add
|l og-file log-file-string

Specify acomma-separated list of log

log-file log-file-string file names to add to the archive list.

For example, to add the nvOSd. | og oraudi t. | og orall log files or awhole directory,
use the following commands:

CLI (network-adm n@w tch-1) > | og-archival -schedule-files-add
| og-file /var/nvOS/ | og/ nvOSd. | og

CLI (network-adm n@w tch-1) > |og-archival -schedul e-files-add
log-file /var/nvOS/ | og/*. | og

CLI (network-adm n@w tch-1) > |og-archival -schedule-files-add
l og-file /var/log



CLI (network-adm n@w tch-1) > | og-archival -schedule-files-add
|l og-file /nvOS/ I og/audit.|og

To view the list of log files that you had scheduled to be archived, use the command,

CLI (network-adm n@w tch-1) > | og-archival -schedule-files-
show

/var/ nvOS/ | og/ nvOSd. | og
/var/ nvOS/ | og/*. | og
/var/| og

/ nvQOS/ | og/ audit. | og

If you try to add an unsupported file or directory, an error message is displayed. For
example,

CLI (network-adm n@w tch-1) > | og-archival -schedule-files-add
| og-file /var/nvOS

/var/ nvOS, not fromvalid | ogs supported
Toremove the log files or alist of log files from the archival list, use the command,
CLI (network-adm n@wi tch-1) > | og-archival -schedul e-fil es-

remove |l og-file log-file-string

Guidelines and Tips

e Whenthe | 0g-archival - schedul e isenabledandifall files are removed from
the archival list, the log-archival-schedule gets disabled.

e |fthe systemd timer expires before the previous log-archival process is finished,
then the systemd waits for the process to complete before starting the new process.



Exporting Configurations Using Secure Copy Protocol (SCP)

The SCPis anetwork protocol based on the BSD RCP protocol supporting file transfers
between hosts on anetwork. SCP uses Secure Shell (SSH) for data transfer and uses the
same mechanisms for authentication, and ensures the authenticity and confidentiality
of the datain transit. A client can upload files to a server, optionally including basic
attributes such as permissions or timestamps. Clients can also download files or
directories from aserver.SCP runs over TCP port 22 by default. Like RCP, there is no
RFC that defines the specifics of the protocol.

In Netvisor One, you are prompted for a password when the upl oad- ser ver optionis
provided in the CLI.

CLI (network-adm n@eafl) > switch-config-export upl oad-server
10.1.1.1
server password:

During the software upgrade process, Netvisor One exports the switch configuration
and moves it to ashared directory. The exported configuration archive is accessible
from all boot environments. Netvisor One exports the configuration before the start of
the software upgrade. Netvisor One stores a maximum of three configuration archives
on the switch. Older configurations are deleted.

New parameters in Netvisor One support this feature:

CLI (network-adm n@eafl) > switch-config-export
export-file export a nvOS config file

upgr ade- | ocati on- mappi ngs hosti d=l ocati onid comm separ at ed
list to upgrade old config.

upl oad- server upl oad config file to server via scp

CLI (network-adm n@eafl) > switch-config-export

Specify any of the following options:

export-file switch-config Exports the specified nvOS configuration

export-file file.

upgr ade- | ocati on- mappi ngs Specify the upgrade location mappings

upgr ade- 1| ocati on- mappi ngs- by specifying the hostid=locationid

string comma separated list to upgrade old
configuration file.

upl oad-server upl oad-server- Uploads the configfile to server viaSCP

string

For example,



CLI (network-adm n@eafl) > switch-config-export upgrade-

| ocati on- mappi ngs 0xb00l1a48=1 export-file switch-config-reset-
backup. 2019- 10- 15T02. 12. 40. tar. gz upl oad-server root @r sa-
scal e-l eaf 1: /root

server password:

Upl oaded configuration to server at /root

CLI (network-adm n@eafl) >

CLI (network-adm n@ries-test-1) > switch-config-export
export-file switch-config-reset-backup.2019-10-
15T02.12.40.tar. gz upl oad-server root @rsa-scal e-leafl:/root
server password:

Upl oaded configuration to server at /root

CLI (network-adm n@ries-test-1) >



Displaying and Managing Boot Environment (BE) Information

Netvisor ONE provides two boot environments (BEs): the current boot environment, and
the previous boot environment. Having the two BEs allows you to rollback or rollforward
the software versions or configurations.

To display boot environment information, use the following command:

CLI (network-adm n@eafl) > bootenv-show

nane ver sion current reboot space created appl y-current-config
netvisor-1 3.1.1-13800 no no 0 08- 29, 14:13: 35 false
netvi sor-2 5.0.0-14540 vyes yes 0 08-29,17: 24: 17 false

Toreset the boot environment and reboot using the previous environment, use the
following syntax:

CLI (network-adm n@eafl) > bootenv-activate-and-reboot name
netvi sor-1

To delete aboot environment, use the following syntax:
CLI (network-adm n@eafl) > bootenv-del ete nane netvisor-2

You can display information about different boot environments on the switch.



Auto-configuration of IPv6 Addresses on the Management
Interface Support

IPv6 Stateless Address Auto-Configuration (SLAAC)

Like IPv4 addresses, you can configure hosts in a number of different ways for IPv6
addresses. Dynamic Host Configuration Protocol (DHCP) assigns IPv4 addresses
dynamically and static addresses assign fixed IP addresses. DHCP provides a method of
dynamically assigning addresses, and provides a way to assign the host devices other
service information like DNS servers, domain names, and a number of different custom
information.

SLAAC allows you to address a host based on a network prefix advertised from alocal
network router using Router Advertisements (RA). RA messages are sent by default by
IPv6 router.

These messages are sent out periodically by the router and include following details:

e Oneormore IPv6 prefixes (Link-local scope)
e Prefixlifetime information
e Flaginformation

e Default device information (Default router to use and its lifetime)

Netvisor ONE enables SLAAC by default on the switch.

When you configure IPv6 address on the management interface during setup, the
parameter, assignment, has two options:

e none — Disables IPv6 addresses.
¢ autoconf — Configure the interface with SLAAC.



Managing RMAs for Switches

A primary case foran RMA is a failed switch in the network. The configuration can be
restored to areplacement switch using the following commands:

e fabric-join
e fabric-join repeer-to-cluster-node
e switch-config-import

For details on the RMA process, contact Pluribus Technical Support team.



Support for Local Loopback IP Addresses

Netvisor ONE uses the loopbackinterface as an always up and available virtual interface,
and you can assign it aunique IPv4 or IPv6 address. Netvisor ONE uses aloopback
interface as atermination address for some routing protocols, because of the availability
of the interface. Netvisor ONE allows you to configure aloopback address for a global
zone.

e Sendadedicated ping to loopbackinterface

e Create aBGP neighbor using the loopback Interface with OSPF so reach-ability is
there for BGP and BGP next hop self

e Make sure log messages do not show any issues

Netvisor ONE deploys the loopback IP address as persistent in the configuration and not
affected by areboot or reset of Netvisor ONE.

To add aloopback IPv4 or IPv6 address or both to an existing configuration, use the
following syntax:

CLI (network-adm n@w tchl) > switch-setup-nodify | oopback-ip
i p-address | oopback-i pv6 ipv6-address

For example, to add the IPv4 address, 12.1.1.1, and the IPv6 address, 1212:1, use the
following syntax:

CLI (network-adm n@w tchl) > switch-setup-nodify | oopback-ip
12.1.1.1 | oopback-ip6 1212::1

CLI (network-adm n@wi tchl) > switch-setup-show format in-
band-i p, i n-band-i p6, | oopback-i p, | oopback-i p6, | ayout
hori zont al

i n-band-ip i n-band-i p6 | oopback-ip | oopback-i p6

150.1.1.1/24 2001::1/96 12.1.1.1 1212::1
150.1.1.2/24 2001::2/96 12.1.1.2 1212::2

After configuring the loopback address, you can SSH to the switch over the
management, in-band, or loopback interface using the following syntax:

CLI (network-adm n@w tchl) > ssh network-
adm n@ngnt /i nband/ | oopback i p-address>

Then from CLI, execute the shel | command to access the switch shell:

CLI (network-admi n@w tchl) > network-adm n@w tch: ~$



Modifying and Upgrading Software

A switch can contact an upgrade server, either directly or through a proxy, to download
and upgrade to a newer version of Netvisor ONE. You can modify the upgrade process for
the switch and add a proxy host.

To complete a software upgrade:

e Obtain the required upgrade software. You can download the software manually and
copy it to aswitch before beginning the upgrade procedures.

Pluribus Networks recommends upgrading the software and fabric using offline
packages, that is, download the required software package to your system or copy to
aUSB flash drive and then use the package offline to upgrade the software and the
fabric.

e Software and fabric upgrades two phases: the installation (upgrade) of the new
software and a switch reboot to activate the new software.

e |tiscritical tounderstand the effects of an upgrade before beginning the process.
For example, the reboot behavior after an upgrade can be completed manually or it
can be controlled automatically with command options.

Informational Note:This upgrade procedure applies to only one switch. To upgrade
switches on the fabric, see Implementing a Fabric Upgrade section.

Software Tracks

Pluribus Networks manages different software releases using software tracks. By
default, the software track-release is the standard track, but other tracks, such as Beta
or Hotfixes, may be available for download.

1) To view the current version of Netvisor ONE on the switch, use the following
command:

CLI network-adm n@w tch > software-show
version: 5.0.0-5000014538

2) If the upgrade status indicates the availability of a newer version of Netvisor ONE,
request an update from the server:

CLI (network-adm n@.eaf 1) >sof t war e- upgr ade

upgrade successful. rebooting...



Check the status while the switch is upgrading, use the sof t war e- upgr ade-
st at us- showcommand.

3) Checkthe status of the switch after upgrading, reconnect to the switch, and enter the
following command:

CLI (network-adm n@eaf 1) > software-show

ver si on: 5.1.1-5010115297
track: 5.1-rel ease

upgr ade- st at us: up-to-date

aut o- upgr ade: di sabl e

use- proxy: no

Note: Allow plenty of time for the switch to download and install the new version of
software. Do notinterrupt the operation while the upgrade isin progress. When the
upgrade is complete, the switch reboots and loads the latest version of the software.
If you encounter any problems with the new version of the software, a previous
version can be selected as the boot software.

Note: Upgrading without an Internet connection - If the switch does not have direct
access to the Internet but can use a proxy server, enter the sof t war e- nodi fy
use- pr oxy command to configure the proxy and then check for software upgrade
availability. If there is no access to the Internet from the switch, contact Pluribus
Technical Support for instructions on upgrading a switch offline.

To upgrade the current Netvisor ONE to a later release, use the sof t war e-
upgr ade command.

CLI (network-adm n@eafl) > software-upgrade package nvOS-
5.1.1-5010115280- onvl . pkg

The parameter package allows you to specify the name of the upgrade file.

Caution: Do not reboot or power off any switch during the upgrade procedure. The
reboot process may be completed automatically or manually as part of the upgrade
procedure but do not reboot or power off a switch while the upgrade is in process.

After the upgrade, to view the software version, use the sof t war e- show command.

CLI (network-adm n@eaf 1) >sof t war e- show

ver si on: 5.1.1-5010115297
track: 5.1-rel ease
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Implementing a Fabric Upgrade

Netvisor ONE enables you to implement a fabric-wide upgrade and reboot the switches
at the same time or in asequential order.

Starting the Fabric Upgrade

Upgrading to a newer version of Netvisor ONE uses following steps:
e Establishing aserial console connection to the switch

e Performing disk checks and free disk space checks

e Copying the upgrade package to the switch

e Starting the upgrade process by using the command, fabric-upgrade-start.

Thef abri c- upgr ade command establishes a controller node (primary node) to
manage the fabric upgrade procedure. This node is instantiated on the switch where the
fabri c- upgrade commandis run.

Copy the downloaded software to the switch (using sftp) that will be the controller or
primary node. The controller node monitors the progress of the upgrade on each node
and can view the status of the upgrade using the f abri c- upgr ade- st at us- show
command. The controller node is identified by an “*” after its name in the status output.

The software package download is arelatively simple operation but itis important to
consider the platforms that need to be upgraded in a fabric. The following package name
examples reflect the platform name associated with each package.

For each platform in a fabric, a corresponding package (nvOS-X.X.X-XXX-ONVL.pkg)is
needed for the fabric upgrade process. For example, if you are upgrading to 5.1.1 release
on aF9372 platform, the package name is: nv0S-5.1.1-5010115297-onvl.pkg

Following are the commands that control the software or fabric upgrade process:

e software-upgrade -upgrade asingle switch and reboot automatically

or

e fabric-upgrade-start - assignthe controller node and begin the upgrade
process with options (see Fabric Upgrade Command Variables below)

e fabric-upgrade-status-show-monitorthe progress of the upgrade for each
node in the fabric

e fabric-upgrade-finish-assumingauto-finish optionis notused, begin the
reboot process based on start options

e fabric-upgrade-abort -abortthe upgrade process and return switches to their
prior state, no reboot needed

e fabric-upgrade-conti nue -continue the upgrade if an error occursona
particular switch

Thef abri c-upgrade- st art command defines all the future behavior of the
upgrade process, meaning any optional settings need to be defined with the “start”
command. See optional settings in the next section. In addition, thef abri c-



upgr

ade- st art command acquires a configuration lock from all the members of the

fabric. No configuration changes are permitted during the upgrade process.

The fabric upgrade feature has two phases:

e Upgrade — start the upgrade which creates and updates Netvisor ONE to new boot
environments but does not reboot the fabric.

e Reboot — reboots the entire fabric after all server-switches are upgraded to new
boot environments. Itis also possible during this phase to abort the process and
discard the new boot environments.

Note: The fabricis locked during the entire process and you cannot change any
configurations during the process.

Before You Begin the Fabric Upgrade

Before you begin, you may want to consider the following options for the f abri c-

upgr

ade-start command:

aut o- f i ni sh — you can specify to automatically reboot the entire fabric after
the upgrade is complete. The defaultis no- aut o- f i ni sh.

abort-on-fail ure — specifyif you want the upgrade to stop if thereisa
failure during the process.

manual - r eboot — specify if you want to manually reboot individual switches
after the upgrade process. If you specify no-manual-reboot, all switches reboot
automatically after the upgrade is complete.

pr epar e — specify if you want to perform setup steps prior to performing the
upgrade. This step copies the offline software package and then extracts and
prepares it for the final upgrade process. Once you begin the prepare process, you
cannot add new switches to the fabric.

You can check the status of the upgrade usingthe f abri c- upgr ade- st at us- show

command:

CLI (network-adm n@wl) > fabric-upgrade-status-show

| og switch Sstate

(0: 00: 36) Upgr adi ng

sof tware upgrade sw3 Runni ng

framewor k

(0: 00: 08) Conputi ng

package update swW2 Runni ng

requi renents

(0: 00:12) Agent SWL* Agent restart wait

needs restart



The first entry in the logis the duration of the upgrade process. It does not include
waiting time. The switch with the asterisk (*) is the controller server-switch where the
fabri c-upgrade-start commandwasissued.

Additional commands for the fabric upgrade feature:

e fabric-upgrade-finish — youcanissue thiscommand atany time during the
fabric upgrade to reboot all nodes in the fabric and complete the upgrade. Once the
upgrade phase is complete, all server-switches display the “Upgrade complete”
message in the log field. You can then safely reboot the fabric.

e fabric-upgrade-abort — abortsthe software upgrade process. All changes to
the server-switches are cleaned up and the server-switches do not reboot. The
configuration lock on the fabric is also released.

If you issue the fabric-upgrade-abort command during the upgrade process, it may take
some time before the process stops because the upgrade has to reach a logical
completion point before the changes are rolled back on the fabric. This allows the proper
cleanup of the changes.

e fabric-upgrade-prepare-cancel — cancelsafabricupgrade that was
prepared earlier.

e fabric-upgrade-prepare-resune — resume afabricupgrade that was
prepared earlier.

e fabric-upgrade- prepare-show— displays the status of prepared upgrades on the
fabric nodes.

Review bootenv

A new boot environment is built during the upgrade process. Upon reboot this new boot
environment becomes active and the new software is up-and-running on the switch.
Generally, itis not required to interact with the boot environments during the upgrade
process. It may be necessary to review the boot environments using the command
bootenv-show if there is some failure during the upgrade process.



Saving and Restoring Netvisor One Configurations

A switch contains local configuration information such as port settings as well as fabric
configuration information. Fabric configurations are stored on every switch in the fabric
and does not require that you save and restore before replacing aswitch. When a
switch is replaced, removed, or otherwise disrupted, you can save and restore the local
configuration information.

The information that is saved and restored on the local switch includes the following:

e VNETs with vNET manager running on the switch
e Port VLAN associations
e Networkservices running on the switch

To display a full list of the current configuration details for a switch, use the r unni ng-
confi g- show command.

SFTPand NFS can be used to transfer the configuration file, but you must enable the two
features before using them.

Caution: There is a potential for data loss when restoring a configuration. The
configuration on the switch is replaced by the configuration stored in the import file.
Although ISO images and disk-library images are not likely to disappear, you should
only performswi t ch- confi g-i nport onaswitch that doesn't have important
datastored onit. As a precaution, consider using the commandswi t ch- conf i g-
export tosave the dataon the switch that you are importing the configuration file.
Also, copy the ISOimages and diskimages from the switch using thei so- i nage-
i braryanddi sk-1ibrary-i nage-export commands and copying the files
from the switch.

To save the switch configuration to afile, use the following command:

CLI (network-adm n@eafl) > switch-config-export export-file
pl ei ades24

Exported configuration to /nvOS/ export/pl ei ades24. 2013-11-
04T22.33.31.tar.gz

To display the files available for import and export, use the following command:
CLI (network-adm n@eafl) > switch-config-show

switch export-file
pl ei ades24 pl ei ades24. 2013-11-04T22.33.31.tar.gz

You can now copy the configuration file to adifferent host using SFTP or NFS. For
example,you can SFTPtotheswi t ch-i p- addr ess, and login using the SFTP



password. Thenuse cd/ nvOS/ i npor t,and use get to download the configuration file.

Theswi t ch-confi g-export commandis used to exportthe configuration of the
local switch. The file thatis created is a tar file that includes a number of configuration
files for the switch. The file is created under/ nvOS/ expor t . This is the command used
to export the current configuration on the local switch. Also, each time you reset the
switch using the command,swi t ch- confi g- r eset,abackup of the configuration is
made and places a file in the same location.

Once the switch configuration is exported, it becomes available to import on the same
switch, by usingthe swi t ch- confi g- copy-to-i nport command. Netvisor One
copies the configuration tar file from the / nvOS/ export to

the /nvOS/i nmport directory.Onceinthe/ nvQS/ i nport directory,itis possible to
usethesw t ch-confi g-i nport commandtoimportthe switch configuration.

e Theswi tch-config-inport commandisusedtoimportaconfigurationonthe
local switch. When using that command, the intention is to import a switch
configuration t previously exported by the same switch.

e Theswi tch-config-inport commandhasafew parameterstoit.
The i gnore-system confi gandtheappl y-system confi g parametersare
two parameters that allow the imported configuration of the switch to override or not
override the currently configured information found under the swi t ch- set up-
show command. When you select the ignore-system-config parameter, the local
configuration is saved to an archive. If you selectappl y- syst em conf i g, the
settings in the tar file are applied to the local switch.

e Whenyouimport aconfigurationusingtheswi t ch- confi g-i nport command,
the current configuration on the switch is overwritten by the imported configuration
file.

e The ski p-fabric-j oi n optionimports the fabric configuration from the tar file.
However, this information may be out of date with respect to the fabric if
transactions have occurred on the fabric since the file was exported which causes
the imported configuration to be out-of-sync with the current fabric. The alternative
is to specify do-f abri c-j oi n,which extracts the fabric name from the tar file, and
attempts tojoin the fabric and download the current fabric configuration, so that it is
in sync with the rest of the fabric. The fabric configuration in the tar file isignored,
but cluster and local configurations are imported from the tar file.

When a switch that was part of a clusteris replaced, the f abri c-j oi n repeer-to-
cl ust er-node commandis used for the new switch to receive all required switch
configuration, including the local configuration.

To upload a configuration file to a switch and set the configuration for the switch using
the configuration file, you must transfer the configuration file to the target switch using
the following sequence of commands:

sftp@sw tch-ip-address>
Connecting to switch-ip-address
Passwor d: <password>

sftp> cd nvOS/i nport



sftp> put pleiades24.2013-11-04T22.33.31.tar.gz

Note: The configuration file mustuse the *. t ar . gz extension to be recognized by
nvOS.

Caution: Loading the configuration file causes nvOS to restart which results in a brief
interruption to switch traffic flow.

Now load the configuration file which replaces the current configuration on the
switch with the information in the file.

CLI (network-adm n@eafl) > switch-config-inport inmport-file
pl ei ades24. 2019-11-04T22. 33. 31.tar. gz

New configuration inported. Restarting nvCS...
Connected to Switch pleiades24; nvOS Identifier:0xb000011;
Ver: 5.1.1.15297

There are many options available that allow you to control how the swi t ch- conf i g-
i nport modifies the switch, including the following:

e ignore-systemconfig — ignorethe currentsystem configuration.The
settingsinthe *. t ar file are not applied to the local switch.

e apply-systemconfig — applythe system configuration in the imported
file. The settingsinthe *. t ar file are applied to the local switch. You typically do
not want to use this option as it changes the in-band IP address and other settings.

e skip-fabric-join — optoutofjoining the fabric. This settingimports the
fabric configuration from the *.t ar file, butthisinformation may be out of date
with respect to the fabric if additional transactions occur on the fabric since the file
was exported.

e do-fabric-join — jointhecurrentfabric. This setting extracts the fabric
name fromthe *.tar fileandattemptstojointhe fabric. Thenthe switch
contacts the current fabric to download the configuration so that the switchis in
sync with the rest of the fabric. Cluster and local configurations are imported from
the *.tar file.

e no-replace-swi tch — donotreplace the current switch.

e replace-sw tch — replace the current switch. This settingis used to replace
a faulty switch and after importing the file, has the same configuration as the
replaced switch. This replaces all of the local, cluster, and fabric configuration by
downloading the configurations from peer switches. No configuration is necessary
or advised before running this command. However, you need to run the initial
quickstart to obtain an in-band IP address.

By default, the initial switch system configuration, management IP addresses and other



parameters, are not applied if there is another switch in the fabric with the same
settings. To apply the initial settings, use the appl y- syst em conf i g option. Also, by
default, the imported configuration attempts to join the same fabric that the original
switch was amember. If that join fails, then the import fails. You can avoid this issue by
using the ski p-fabri c-j oi n option.

Finally, if the original switch is still on the network and you want to copy the
configuration to a new switch, but you want to prevent the new switch from taking
ownership of any objects specific to the original switch, such as vNET services, or VLAN
port settings, you must use the no-r epl ace- swi t ch option.



Copying and Importing Configuration Files

You can create a configuration file to import to another switch by using the swi t ch-
confi g-copy-to-inport command. To create a configuration file with the name
config-092613 to import on another switch, use the following syntax:

CLI (network-adm n@eafl) > switch-config-copy-to-inport
export-file config-092613

After you create the configuration file, you can exportitto/ nvOS/ expor t/ directory,
and SFTP to it from the target switch.

To review the available files for import and export, use the following syntax:
CLI (network-adm n@eafl) > swi tch-config-show

switch export-file
pbg- nvos config-092613.tar. gz

Depending on the available remote access services, you can now copy the configuration
file to adifferent switch. For example, you can SFTP to another switch using the IP
address of the switch, login as SFTP with the password that you previously set,

cd / nvOS/inport and get the configuration file.

To upload the configuration file to the target switch and set the configuration from the
configuration file, transfer the configuration file to the target switch with the IP address,
192.168.3.35.

To export a configuration to aserver,use theswi t ch- confi g- export command:

CLI (network-adm n@eafl) > switch-config-export



Rolling Back to Previous Versions of Netvisor One

After upgrading to anewer version of Netvisor One, you can rollback to an earlier version
and preserve the current configuration. The new configuration is applied before booting
into the previous environment so that critical ACLs and security vFlows are present
when Netvisor One restarts.

A new parameter, appl y- current - confi g,forthe command, boot env- acti ve-
and-r eboot , provides support for this feature.

Before rebooting, Netvisor One copies the current boot environment transaction logs
into the target boot environment.

After rebooting, Netvisor One performs the following:

e Reads the copiedtransactionlogs, and sorts all transactions by time, then scope,
fabric>cluster>local, and then the transaction ID.

e Parsesthelist of all transactions from oldest to newest.

e |[fthe current transaction ID for the scope is less, Netvisor One rolls the transaction
forward, and deletes the files when done.

Caution: Retaining the current configuration when booting to an older version of
Netvisor One is best-effort. Some transaction IDs from the newer (or current) version
may not properly apply due to feature incompatibility. It is not guaranteed that all
changes are applied.

Caution: You must apply the parameter,appl y- current - confi g,onall nodesin
the fabric. There is no coordination across the fabric for this process, therefore the
commitment of fabric transactions on one node but not another using this process
causes the fabric to go out of sync and may result in unrecoverable errors.
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operations having no single point of failure.

Further simplifying network operations is Pluribus UNUM™, an agile, multi-functional
web management portal that provides arich graphical user interface to manage the
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