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Glossary of Pluribus Networks' Netvisor ONE® and
UNUM Terms

To review the Glossary, refer to the online document here.
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Getting Started

e Hardware Installation e |nitial Switch Configuration

e Installing Netvisor ONE on Dell and . )
e Setting the Date and Time
Edgecore Switches

e Downloading Netvisor ONE ONIE Image Enabling Administrative Services

e Upgrading Netvisor ONE Software for _ _ _
e Adding License Keys to Netvisor ONE
Freedom Series Switches

e Post Installation Configuration

This document covers the deployment of Netvisor ONE on Pluribus Freedom Series,
Edgecore and Dell Open Networking (ON) switches. The Linux-based Netvisor ONE OS is
the industry’'s most programmable open-source based network operating system.
Netvisor ONE provides rich Layer 2 switching and Layer 3 routing functionality primarily
targeting the data center leaf-and-spine networks. Netvisor ONE includes the Adaptive
Cloud Fabric software, which provides SDN control of the physical underlay, a virtualized
VXLAN overlay delivering distributed services and rich telemetry with the ability to
capture every TCP flow across the fabric. The Adaptive Cloud Fabric is built on a highly
scaleable, controllerless architecture that delivers dramatic operational simplification,
better network agility and increased resiliency while providing visibility, telemetry, and
improved security.

Pluribus Netvisor ONE combines the benefits of Linux with a controllerless fabric. The

traditional command line interface (CLI) is paired with fabric-wide programmability (via
REST API) and DevOps tools such as Red Hat Ansible for agility and automation through
a single point of management. Granular visibility and control are through a fabric-wide

directory containing endpoint information (vPorts) as well as allowing for granular flow

filtering and control (vFlow).

The Freedom, Edgecore and Dell Ethernet switches, based on latest-generation chipsets
from Broadcom, are designed to implement extremely cost-effective, non-blocking,
pay-as-you-grow leaf-and-spine architecture with predictable low latency, thus
dramatically improving workload management and network agility.

In combination with the white box switching portfolio, Netvisor ONE provides best-in-
class switching economics. Deployment flexibility is guaranteed by Pluribus Netvisor
ONE with full Layer 2/Layer 3 stack, providing complete interoperability with legacy
networking infrastructure, and allowing for easy insertion into brownfield deployments.
This document describes the steps needed to get Netvisor ONE installed on your white
box equipment and readying for further configuration. The procedures described in this
guide provide general outlines and some specific details. For more detailed information,
refer to other documents available on Pluribus Networks website.
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Dell Platforms

The overall procedure is detailed here:
1. Purchase Dell Open Networking (ON) hardware and Pluribus Networks Open Netvisor
ONE Linux software from the Dell Download Store:

0 Dell sends an email confirmation of the purchase
0 Pluribus Networks sends an email confirmation of the purchase, plus:
=  Pluribus Networks Cloud account information
= |nstructions to download Netvisor ONE ONIE (install) image
2. Receive Dell Open Networking switches and note the Dell service tag number for
each switch.
3. Connect to the Pluribus Networks Cloud website (cloud.pluribusnetworks.com) using
account information:
0 Download Netvisor ONE ONIE image (filename: onie-installer-version-number)
0 Rename the file to onie-installer. If the filename is anything other than onie-
installer, it will not install the image.
0 Activate device using Dell service tag identifier
» |fthe device has Internet access during installation, continue to Step 4.
= |fthe device does not have Internet access during installation,
download activation keys file (file name: Netvisor ONE-activation-keys).
4. Complete hardware installation.
Install Netvisor ONE ONIE image on Dell ON switches.
6. Provisioning proceeds after Netvisor ONE installation:
o0 Ifthe device has Internet access, provisioning is automatic (online
provisioning).
o0 Ifthe device does not have Internet access, provide Activation Keys
downloaded earlier (offline provisioning).
Freedom and Edgecore Platforms
The overall procedure is detailed here:
1. Pluribus Networks sends an email confirmation of the purchase, plus:
0 Pluribus Networks Cloud account information
0 Instructions to download Netvisor ONE ONIE (install) image
2. Receive Freedom Series and Edge-Core Ethernet Switches and note the service tag
number for each switch
3. Connect to the Pluribus Networks Cloud website (cloud.pluribusnetworks.com) using
account information:
0 Download Netvisor ONE ONIE image (filename: onie-installer-version-number)
0 Rename the file to onie-installer. If the filename is anything other than onie-
installer, it will not install the image.
0 Activate device using the service tag identifier
= |fthe device has Internet access during installation, continue to step 4.
= |fthe device does not have Internet access during installation,
download activation keys file (file name: onvl-activation-keys)
4. Complete hardware installation.
5. Install Netvisor ONE ONIE image on Freedom Series and Edge-Core Ethernet
Switches.
6. Provisioning proceeds after Netvisor ONE installation:
o0 Ifthe device has Internet access, provisioning is automatic (online
provisioning).

o
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If the device does not have Internet access, provide Activation Keys
downloaded earlier (offline provisioning).
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Hardware Installation

Refer to the hardware installation guides of your platform of choice to complete the
following hardware installation procedures:

1) Understanding Safety Considerations

2) Unpacking the Switch

3) Rack Mounting the Switch

4) Powering up the Switch

The steps described in this section prepare the hardware for Netvisor ONE installation.

Dell Hardware Installation

Refer to the hardware installation procedures for Dell Open Networking switches
described in the Dell Platform Getting Started Guides.

Pluribus Networks Freedom Series Hardware Installation

Refer to the hardware installation guides here and follow the procedure mentioned in
the document to complete the hardware installation.

Note: The serial port settings required to access the device via the console port are:

Baud rate - 115200
Data bits - 8

Stop bits -1

Parity - n
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Installing Netvisor ONE on Dell and Edgecore Switches

This section describes the procedure for installing Netvisor ONE on Edgecore and Dell
Open Networking switches. For the installation procedure for Pluribus Freedom series
switches, see the Upgrading Netvisor ONE Software for Freedom Series Switches.

The Open Network Install Environment (ONIE) is an open source initiative that defines an
open install environment for bare metal network switches like Dell Open Networking and
Edgecore. Download an ONIE compatible Netvisor ONE operating system image from
Pluribus Networks Cloud (PNC) at cloud.pluribusnetworks.com.

However, before you download the Netvisor ONE image from PNC, you must retrieve the
unique switch identifiers, which is required later to activate the switch license in PNC.

Obtaining the Switch Unique Identifiers for Dell Switches

For Dell switches, the unique identifier is represented by the Service Tag, whichis a
seven character identifier unique to the device.

When the network administrator connects to a Dell switch via console port for the first
time (assuming that no other OS is already installed), the ONIE prompt is displayed. At
the prompt type the command, oni e- syseepr omand note down the Service Tag
string as displayed below:

ONlE:/ # onie-syseeprom
Tl vinfo Header:

Id String: Tl vinfo
Ver si on: 1
Total Length: 179
TLV Nane Code Len Val ue
Part Nunber 0x22 6 O9HOMWN
Serial Nunber 0x23 20 CNO9HIOMN2829875P0037
Base MAC Address 0x24 6 14:18:77:25:5A: B9
Manuf acture Date 0x25 19 05/25/2017 08:02:43
Devi ce Version 0x26 11
Label Revi sion 0x27 3 A00
Pl at f or m Nane 0x28 30 x86_64-dell ent_s4148f ¢2338-r0
ONI E Version 0x29 10 3.33.1.1-4
MAC Addr esses Ox2A 2 256
Manuf act ur er 0x2B 5 28298
Country Code 0x2C 2 CN
Vendor Nane 0x2D 8 Dell EMC
Di ag Version Ox2E 10 3.33.3.0-1
Servi ce Tag Ox2F 7 5MP6XC2
Vendor Extension OxFD 4 0x00 0Ox00 0Ox02 OxA2
Product Nane 0x21 8 S4148- ON
CRC- 32 OXFE 4 OxOCF1DOFF

Checksum is valid.
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You can also find the service tag from the label of the packaging material as well. The
service tag is also located on the device. See the examples (from the packaging label and
the top cover of the device) in the figures below:

DEAL ot cnina op/momesye
ARV ORI

CN-OMG8Y(C-28298-55M-0073 Rev ADO
Service Tag: HOFQX42

TR MR 321,22

Express Service Code:
37575945506 17:EB:F

R

Figure - 1: Service Tag Location on the Packaging Label

MAC Address:
EC:F4:BB:FD:EF:F4

PPID:
CN-07VIDK-28208-
 573-0065-A04

R i B et — o i

Figure - 2: Service Tag Location on theDevice
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Obtaining the Switch Unique Identifiers for Edgecore Switches

For Edgecore switches, the unique identifier is represented by the Serial Number.

When the network administrator connects to an Edgecore switch via console for the
first time (assuming that no other OS is already installed), the ONIE prompt is displayed.

At the prompt type the command oni e- syseepr omand note down the Serial Number
string as displayed:

ONlE:/ # onie-syseeprom
Tl vinfo Header:

Id String: TIvinfo
Ver si on: 1
Total Length: 168
TLV Nane Code Len Val ue
Manuf acture Date 0x25 19 06/30/2016 15:04:19
Di ag Version Ox2E 7 2.0.1.5
Label Revi sion 0x27 4 RO1J
Pl at f or m Nane 0x28 27 x86_64-accton_asb5712 54x-r0
ONI E Version 0x29 13 2015.11.00.05
Manuf act ur er 0x2B 6 Accton
Country Code Ox2C 2 TW
Base MAC Address 0x24 6 CC.37: AB:. F5:37:74
Serial Nunber 0x23 14 571254X1626007
Part Nunber 0x22 13 FP1ZZ5654001A
Pr oduct Nane 0x21 15 5812-54X-O AC-F
MAC Addr esses Ox2A 2 74
Vendor Name 0x2D 8 Edgecore
CRC- 32 OxFE 4 0xCB35E235

Checksum is valid.
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Downloading Netvisor ONE ONIE Image from Pluribus
Networks Cloud

For a quick introduction on the services offered by Pluribus Networks Cloud (PNC), refer
to the links:

e (etting started: https://www.pluribusnetworks.com/get-started/
e PN Cloud Overview video: https://www.pluribusnetworks.com/resources/pluribus-
networks-cloud-overview/

Netvisor ONE supports multiple online and offline installation methods. However, this
sections describes the offline installation method with the assumption that the
switches do not have access to the internet and PNC.

Note: For offline installation process, a USB drive is required to save both the Netvisor
ONE software and the license files.

Note: It is mandatory to save the license files to the USB stick along with Netvisor ONE
software. The installation process cannot be completed if you do have the license files.

To download and install Netvisor ONE:

1. Access the latest Netvisor ONE ONIE software from PNC: click DOWNLOADS -->
CURRENT in the left-hand menu panel (Figure 3 below).

2. Download animage: click the Download button against the ONIE version that you
would like to download (Figure 3) and save the image to the FAT formatted USB stick
root folder:


https://www.pluribusnetworks.com
https://www.pluribusnetworks.com/get-started/
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Pluribus Networks Cloud ""“";
- SOFTWARE
L o S o Click to download ONIE Netvisor image
‘ar R products that da nat have ONVL instalied
Version Platform Checksum Documentatian \ Download
ONIE 6.1.0 HF2 61.018195 ONVL e e (>
o
6 Ak ONIE 6.0.4 G4 60417029 ONVL NPTk LAAT T E ﬁ *
' ONVL 5.2.1 ONIE HF2 52115700 ONVL L i ﬁ [*
ONIE 5.1.0 HFS 5.1.015080 ONVL W AR A m *
ONVL 6.0.0 ONIE HF1 60016334 ONYL afcinzicts s ral Masiol LA w E =
ONVL 5.2.0 ONIE GA 52015650 ONVL U PRk 8 Mo B m m "
ONVL 5.1.1 ONIE GA 5.1,1-15300 ONVL AT R b b RO a m *
DNVL 5.1.2 ONIE GA 5.1.2-15459 ONVL ST P THE m n .
ONVL 5.1.0 ONIE HF3 51015027 ONVL MM AT eI E E m *
ONVL 3.0.0 HF 1 ONIE 30012817 ONVL WA LA b o1 ﬂ w '_.'_
OPEN NETVISOR LINUX - UPGRADES
This represents the most current, generaly available version of ONVL. In arder stay current an any rew features, bug fives and praduct Plur tht yau install this version of ONVL
Nama Varsion Platform Chacksum Documantation Download
ONVL 8.1,0 HE2 (Upgrades from 31,1 and earlier] 61018195 oML clibdthoct it ool cdeale ) m *
GNVL 6.1.0 HF2 (Upgrades from 5 0.0 and later) 61018165 ONVL EATOESFHE AR NTcl = *
GHVL 6.0.4 GA (Upgrades from 3.1,1 and earlier) 60417029 oYL ESRuiIL S T P FF2otchafock E m *
CHNVL 6.0.4 GA (Upgrades from 500 and later) &.0417029 ONVL Etbudicl Ibeabladsbodatn oSk E m *
OHVL 5.2.0 HFY (Upgrades from 5.0.0 and Iater) 52018652 NV g g e B 8 *

Figure 3 - Pluribus Networks Cloud Software Download Page

Note: Ensure that the USB stick is of FAT32 format.

Note: Release notes are also available for download from the Documentation column.
It is recommended that you download and review the release notes before you begin
the ONIE installation process.

3. Verify the MD5 checksum of the downloaded Netvisor image against the MD5
checksum obtained from the cloud:
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- SOFTWARE

Name

ONIE6.1.0 HFZ

ONIE 6.0.4 GA

ONVL 5.2.1 ONIE HF2

ONIE 5.1.0 HF5

ONVL 6.0.0 ONIE HF1

ONVL 5.2.0 ONIE GA

ONVL 5.1.1 ONIE GA

DNVL 5.1.2 ONIE GA

ONVL 5.1.0 ONIE HF3

ONVL 3.0.0 HF1 ONIE

OPEN NETVISOR LINUX - UPGRADES

This reprasents the most current, generally avallable version of ONVL. In arder stay current an any new features, bug fives and praduct

Mama

ONVL 61,0 HF2 [Upgraces fram 31,1 and earfier)

CINVL 6,1.0 HF2 (Upgrades fram 50.0 and later)

CNVL 6.0.4 GA (Upgrades from 3.1,1 and eariser)

CENVL 6.0.4 GA (Upgrades from 500 and later)

ONVL 5.2.0 HF1 (Upgrades from 5.0.0 and latar)

Version

6.1.018195

60477029

52115700

5.1.0-15080

6.0.0-16334

5.20-15650

5.1.1-15300

5.1.215459

5.1.015027

30092817

Varsion

6.1.0-18195

6.1.0-18165

60417029

6.0417029

5.20-15483

This image is used for newly purchased or RN products that do nat have ONVL instalied

ONVL

Platfoam

ONVL

ONvL

anvL

VN S ESa A P bt

Hn PP sd P 1 e TN

PELe R 7EI e ek B S

AT LA R LTRSS

B R e P ]

AT e PRI T TV Tz

e

S VBRSBTS TR PR

SR BB LATL eI

N ST A 1) e L

Verify the MD5 checksum

CEEEETEELE
namnaaanmﬂg

=

Chaelksum

ehtdtboct 1391 2endT e edeale

PO 20 LT ]

SR S T P M T B3Pk

EedbudicL bostL aed b dsin S

S15BBAL T4 TEe 58 FchbaSanST

EEBEBEm

2

thit yau install this version of ONVL.

LT

Figure 4 - Pluribus Network Cloud Software Download - MD5 Checksum

Activating a Switch from Pluribus Networks Cloud

To activate a switch,

1. Click the ACTIVATIONS option on the left-hand side menu panel as shown in the

Figure 5 below:
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W oasteOAR

ACTIVATION KEYS

+ Listed below are all of your activated devices and the licenses available for that device. Select and enter license and click on the Activate button. You can also click on the "Activation keys' button to
download the entire pack for each activation.

Click to view and activate the devices

O Group by order & Export all licenses {CSY

DNVL-1000-ENT-LIC

OMVL-1D0G-ENT-LIC LR L Activation Keys
Auth code: LEbE3caS 29654888 8702 chcfef307T3

DOrdar numbar

@ sureoaT CenTER

ONVL-100G-ENT-LIC

ONVL-DOG-ENTAIC

Aurth code: Sselffde-09dk-S010- 3006l 540
Drdar number: /01180

inisa Dod 2 |'- AT

ONVL-10G-ENT-LIC

ONVLI0G-ENTLC [IERRIE & Activation Keys
Auth code: 00577997-Thal-2571-3d1e-Fdc 300500621

Order number: &

ONVL-106-PLEX-LIC

ONVLADG-PLEXLIC LYSSERN L Activation Keys
Aith code: Hada]d8-adct-44ss-8167-1 58Sy et

Order number: §

ONVL-256-PLEX-LIC

ONVL250-PLEXLID PSRRTE L Activation Keys
AU code: #5608 Te-1 01 4-A05H0nch-561070748863

Order number: ¢

VirtusfWire Stand-Alone license for 258G Swich
ONVLZ6G-VW-LIC

v use Bod 1 |
Auth oo

I imé 0ol § r & Activition Keys
#-0Bc0 750 4eba013 L =

s Inc_Adding YWe Licerises

Figure 5 - Pluribus Network Cloud Software Activation Keys
2. Enter the device ID and click the Activate button (Figure 6):

Pluribus Networks Cloud iﬁ

SIRI0ARD

4 ACTIVATION KEYS

------ Listed below are all of your activated devices and the li ilable for that device. Sedect and enler license and click on the Activate button. You can also chick on the “Activation keys’ button 1o download the entire pack for each activation.

& Export all lics

WYL ADBG-ENT Lo

Inwte Dr T [ L hctidation Keys |

& Export licenses (05V)

Click to activate device
Enter device |0 of the switch ; §

Activate a device:

beiitiin

Figure 6 - Pluribus Network Cloud Software Activation Keys - Service Tag or Serial Number

Note: You can activate multiple switches with single onvl-activation-keys file if the same
license type is used, for example, all switches activated using ONVL-25G-PLEX-LIC can
use same onvl-activation-keys file downloaded by clicking on ONVL-25G-PLEX-LIC’s
ACTIVATION KEYS link.

3. Once the switch s activated, download the Activation Keys file and copy to the same
USB stick root folder where you saved the Netvisor ONE ONIE image. To download

VirtualWire Configuration Guide 6.1.1 - Copyright © 2010 - 2021 Pluribus Networks Page 16 of 127


https://www.pluribusnetworks.com

Pluribus

NETWORKS

the activation key(s) for the switch(es) activated using the same license type, click
the button as shown in Figure below.

Generate Activation Keys

You can generate, download and install activation keys for each of your devices. Each device will know the
exact key 1o use so you won't have to keep track of which key goes with which device.

Click Continue 1o start generating keys now.

% m

Figure 7 - Pluribus Network Cloud - Downloading Activation Keys

Offline Installation of Netvisor ONE ONIE Image and Switch
Activation

Before you start the offline installation of Netvisor ONE ONIE image, ensure that:

e The switchis not connected to the Internet (if necessary, disconnect the
management port).

e Thereis no previously installed Network OS on the switch.

e You are connected to the switch via serial console. For details on connecting to serial
console, see the Using the Serial Console Port for Initial Configuration section in the
Netvisor ONE Configuration Guide.

To install the offline image for Netvisor ONE ONIE:

1. Rename the Netvisor ONE ONIE image and Activation Keys file saved on the USB
drive root folder:

0 Rename the file named onie-installer-<version-number> to onie-installer
0 Rename the Activation Keys file onvl-activation-keys.dms to onvl-activation-
keys

2. Initiate the Netvisor ONE installation and switch activation process:
Plug in the USB drive (having the two renamed files) into the switch and reboot it.
While the switch is booting up, select ONIE -> Install OS grub menu if switch does not
automatically boot into ONIE Install menu. After booting into Install OS grub menu,

the switch automatically detects the software image on the USB drive and starts the
installation process.

Note: The switch reboots twice during the installation process and one more time
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after activation.

The progress of the installation can be monitored using the serial console:

[...]
Extracting stagel inmage
.Ibtrfs.initrd.ing
./ grub.cfg
.linstall.sh
./vminuz-4.2.0-27-generic
Provi sioning fresh box
Netvisor Installer: platform aquarius
Creating new Netvisor partition /dev/sda4 ...
Warni ng: The kernel is still using the old partition table
The new table will be used at the next reboot.
The operation has conpleted successfully.
Error: /dev/sda4: unrecogni sed disk | abel
nke2fs 1.42.13 (17-May-2015)
Di scardi ng device blocks: done
Creating filesystem with 7750353 4k bl ocks and 1937712 i nodes
Fil esystem UU D: 92cbbddl-ffd8-4f91-ab89-e683b6258395
Super bl ock backups stored on bl ocks:
32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632, 2654208

Al'l ocating group tables: done

Witing inode tables: done

Creating journal (32768 bl ocks): done

Witing superblocks and filesystem accounting infornmation: done

sed: /netvisor_mt/etc/default/grub: No such file or directory

Installing for i386-pc platform

Installation finished. No error reported

Net vi sor stage-1 installation Successful

Rebooting into stage-1 to conplete stage-2 installation

ONIE: NOS install successful

http://sandy. pl uri busnetworks.com artifactory/rel eases/ nv0OS/6.0.0 GA nvCs-
6. 0. 0- 6000016331- onvl . pkg

ONl E:  Rebooting. ..

After the reboot, the switch comes up with Netvisor-stagel as shown below:

GNU GRUB version 2.02~beta2+edalfed9l

N +

*Netvisor-stagel

ONIE

At the completion of stagel, the switch prints the following messages and restarts
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again:

[...]

Setting up getty

Cenerating GRUB config

/init: line 393: can't create /netvisor-mt/etc/ntab: nonexistent directory
Setting up netvisor initial config

Installing GRUB

nkdir: can't create directory '/netvisor-mt/sys': File exists

nkdir: can't create directory '/netvisor-mt/dev': File exists

nkdir: can't create directory '/netvisor-mmt/proc': File exists
mount: nounting none on /netvisor-mt/dev/pts failed: No such file or
directory

Installing for i386-pc platform

Installation finished. No error reported.

Current default time zone: 'Anerical/lLos_Angel es'

Local time is now Sun Apr 19 15:33:23 PDT 2020.

Universal Tine is now Sun Apr 19 22:33:23 UTC 2020.

Updating initranfs

update-initranfs: Generating /boot/initrd.ing-4.15.0-36-generic
Resetting the grubenv file

Net vi sor installation conpleted
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Offline Installation - ONIE Image and Switch Activation
(cont'd)

Rebal ancing Btrfs block tree

[ 116.597985] BTRFS info (device sdad4): relocating block group 6455033856
flags 5

[ 116.617053] BTRFS info (device sdad4): relocating block group 5381292032
flags 5

[ 116.637495] BTRFS info (device sdad4): relocating block group 4307550208
flags 5

[ 116.655937] BTRFS info (device sdad4): relocating block group 3233808384
flags 5

[ 116.670648] BTRFS info (device sdad4): relocating block group 2160066560
flags 5

Done, had to relocate 5 out of 9 chunks

Done, had to relocate 0 out of 4 chunks

umount: can't unount /netvisor-mt/dev/pts: No such file or directory
mount : nounting UU D=92cbbddl-ff d8-4f 91- ab89- e68] 117.656681] sd 4:0:0:0
[ sda] Synchronizing SCSI cache

3b6258395 on /netvisor_mt failed: No such file [ 117.669433] reboot:
Restarting system

or directory

se[ 117.673993] reboot: nmachine restart
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Offline Installation - ONIE Image and Switch Activation
(cont'd)

Next, the switch boots up, ready to be activated. Netvisor gets the license key from the
USB drive and activates it at the end of this step:

GNU GRUB version 2.02-~beta2-36ubuntu3.18

*Netvisor-btrfs

ONIE

After Netvisor is installed successfully, the onvl-activation-keys file in the USB is auto-
detected and the switch is activated.
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Offline Installation - ONIE Image and Switch Activation
(cont'd)

At the end of the activation process the switch reboots one last time:

The below messages are printed on the console after a successful activation:
[--]

AUTO- PROVI SI ON: onvl -di scover: onvl-activation-keys found: /dev/sdbl
AUTO- PROVI SION: Extracting initial bundle.

AUTO PROVI SI ON: Decrypting signed bundl e.

AUTO PROVI SI ON: Extracting signed bundle.

AUTO PROVI SI ON: Veri fying package signature.

AUTO PROVI SI ON: Extracting packages.

AUTO PROVI SI ON: pkgs ready

AUTO- PROVI SION: onvl -installer: checking for device installer -
8WAMX42/ onvl - acti vati on- keys. . .

AUTO- PROVI SION: onvl-installer: executing device installer -
8WAWX42/ onvl act i vati on-

keys. ..

AUTO PROVI SI ON: [ | NSTALLED]

Runni ng Acceptance Tests...

test passed conment

Total Menory: OK 7.78G

Switch device: OK orion found

[GREEN] switch successfully initialized.

serial nunber: 1550ST9100083

hostid: 900011c

device id: 8WAWKX42

Reboot required.

After Netvisor ONE is installed and the switch is activated, wait for a while until the login
prompt appears and then log into the serial console using the following credentials:

Username: network-admin
Password: admin

Now, you are prompted to read and accept the EULA agreement and setup the switch
parameters such as switch name, management IP, password, DNS IP etc.

Once these configurations are done, connect the mgmt port of the switch to your mgmt
network if you have not connect it previously or disconnected it. Then you can SSH into
the switches using the username network-admin and the new password you set.
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Upgrading Netvisor ONE Software for Freedom Series
Switches

The Pluribus Freedom series switch always comes pre-loaded with Netvisor ONE
software. However it is recommended to upgrade the Netvisor ONE software to the
latest release, which can be obtained from Pluribus Networks Cloud (PNC).

For a quick introduction on the services offered by Pluribus Networks Cloud (PNC), refer
to the following links:

e (etting started: https://www.pluribusnetworks.com/get-started/
e PN Cloud Overview video: https://www.pluribusnetworks.com/resources/pluribus-
networks-cloud-overview/

Follow the steps described here to download and upgrade the Netvisor ONE software on
Freedom series switches:

1) Access the latest Netvisor ONE software from PNC: click DOWNLOADS -->
CURRENT in the left-hand menu panel (see Figure 9). For upgrade images scroll
down to the OPEN NETVISOR LINUX - UPGRADES section on the page.

2) Click the Download button to download an image (see Figure):

OPEN METYISOR LINUX - UPGRADES
This represents the mosl curmenl, generally avaable verssan of ONVL. In order sy curfenl on any iew features, bug lixes and product
enhancerments, Plutibus ecammends thal you install this version of ORVL Click to downiload

MD5 of the image

Hame Verakmn Platform \ Checkeum Doumentatbon
2 Aas Trom 5000 and
JN'&'.L 5.1.3 HFZ {Upgrades {rom 5.000 and % 1.3-15507 VL .
Laver)
QMVL 5.1.2 GA [Lipgrades from b 5191 Seadic B alldcaslofiad el
i §.1,2-15489 DMWY

311 /earfer)
ONVL 5.1.1 GA {Uporades from .

g e 5.1.1-15300 ONVL

3.1 /earker)
Figure 9 - Pluribus Network Cloud SoftwareUpgrades

3) Verify the MD5 checksum of the downloaded file against the MD5 value posted on
the cloud (by hovering over the MD5 label, as shown in Figure 9).

4) After theimage is downloaded, apply the following procedure to upgrade the
software on the Freedom series switch:

o Enable SFTP from the CLI using the command:
(adm n@etvisor) > admn-sftp-nodify enable
sftp password:

confirm sftp password:

0 Enable the shell access for the network-admin user using the command:
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(adm n@etvisor) > role-nodify nane network-adnm n shell

Go to the shell from the CLI by typing the command “shell” and going to the
“sftp” folder:

(adm n@pi ne) > shell
adm n@etvisor:~$ cd /sftp/inport/

To exit the shell, type exit so that the prompt goes back to the CLI
Copy the file to the /sftp/import folder on the switch
To upgrade the image, run the command:

(adm n@pi ne) > software-upgrade package <upgrade-
i mage- name>

Check the status of the upgrade process using the command:

(adm n@pi ne) > software-upgrade-status-show

The switch reboots after the upgrade and comes back up with the new image.
Verify the license on the switch by using the command:

(adm n@pi ne) > software-license-show
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Post Installation Configuration

After installation and activation is complete you can proceed to configure the switches
for your network.

The Pluribus Data Center Interconnect Validated Design Guide provides a practical
guide to create validated leaf-spine architectures.

The Pluribus Networks Netvisor ONE Configuration Guide provides an authoritative
guide to the many features of Netvisor ONE. Basic knowledge of the management CLI is
assumed; use the Configuration Guide to review CLI syntax and structure.

The overall procedure to configure Netvisor ONE based on the Validated Design Guide is
as follows:

1) Review the topology and design considerations

0 Redundancy requirements
0 IPand VLAN scheme

2) Completing the initial switch setup
0 Setup wizard runs automatically upon first login (default login/password:
pluribus/pluribus_password)
0 Set the timezone
o Other management interface parameters may need to be configured
0 Review NTP server information to be used for time sync
3) Creating the ONVL Fabric

0 fabric-create command or fabric-join command
o fabric-show command

For more details on configuring the Netvisor ONE features, see the Configuration Guide.
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Initial Switch Configuration

This procedure assumes that you have installed the switch in the desired location and it
is powered on.

Warning: Do not connect any ports to the network until the switch is configured. You
can accidentally create loops or cause |IP address conflicts on the network.

If you are going to cable host computers to the switch, there is an option to enable or
disable host ports by default.

1. Connect the console port on the rear or front (depending on the model) of the
switch to your laptop or terminal concentrator using a serial cable.
2. From the terminal emulator application on your computer, log into the switch with

the username network-admin and the default password admin.

Note: Netvisor ONE supports both IPv4 and IPv6 addresses for the in-band interface.

Warning: Be sure to type in a static IP address for the management interface during
the initial configuration. Netvisor One initially uses DHCP to obtain an IP address, but
DHCP is not supported after the initial configuration.

3. Begin the initial configuration using the initialization procedure displayed.
4. Enter the following details when prompted, an example is provided in the output
below:

Accept the EULA agreement

Type-in the switch name. An example is provided in the output below.

Enter and re-enter the password

Enter the Management IP and netmask. An example is provided in the output
below.

Enter the In-band IP and netmask. An example is provided in the output below.
Enter the IP address of the Gateway.

Enter the IP address for the primary and secondary DNS.

Enter the domain name.

O O 0O

O O OO

switch console |ogin: network-admn
Password: adm n

Netvi sor OS Conmand Line Interface 5.1.0

By ANSVERI NG "YES' TO TH S PROWT YOU ACKNOALEDGE THAT YQU
HAVE READ THE TERMS OF THE PLURI BUS NETWORKS END USER LI CENSE
AGREEMENT (EULA) AND AGREE TO THEM [YES | NO | EULA]?: yes
Switch setup required:

Switch Name (netvisor): pn-switch-01

net wor k- adm n Password: password <return>
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Re-enter Password: ******x* <return>
Mgnt | P/ Net mask (dhcp): 10.14.2.42/23
Mgnt | Pv6/ Net mask:

In-band | P/ Netmask: 12.1.165.21/24

I n-band | Pv6/ Net nask:

Loopback IP:

Loopback | Pv6:

Gateway |P (10.14.2.1):

Gat eway | Pv6:

Primary DNS I P: 10.135.2.13

Secondary DNS IP: 10.20.4.1

Domai n name: pluribusnetworks. com
Automatically Upload Diagnostics (yes):
Enabl e host ports by default (yes):

nvOS system i nfo:
serial nunber: 1918PN8500165

hosti d: b001720
device id: 561TG02
Swi tch Setup:
Swi tch Nane : pn-switch-01
Swtch Mgnt IP : 10.14. 2. 42/ 23
Switch Mgnt | Pv6 : fe80::4e76: 25ff: feef:5140/ 64
Switch In-band IP : 12.1.165. 21/ 24

Switch In-band |Pv6 : fe80::640e: 94ff: fe20: 8787/ 64
Switch Loopback IP Do
Swi tch Loopback | Pv6

Swi tch Gat eway :10.14.2.1

Switch IPv6 Gateway : ::

Switch DNS Server : 10.135. 2. 13

Switch DNS2 Server :10.20.4.1

Swi tch Donmai n Nane . pluribusnet works. com
Switch NTP Server :

Switch Tinezone . Americal/ Los_Angel es
Switch Date : 2019-09- 20, 11: 30: 49
Enabl e host ports . yes

Anal ytics Store . default

Fabric required. Please use fabric-create/join/show
Connected to Switch pn-switch-01; nvOS ldentifier:0xb001720;
Ver: 5.1.0-5010014980

When you setup a switch for initial configuration, the host facing ports are enabled by
default. However, you can disable the host ports until you are ready to plug-in host
cables to the switch. If Netvisor ONE does not detect adjacency on a port during the
qui ckst art procedure, the ports remain in the disabled state.

To enable the ports after plugging in cables, use theport - confi g-nodi fy port
port-list host-enabl ecommand. Netvisor ONE enables host ports by default
unless you specify NO during the qui ckst art procedure as displayed below.

Netvi sor OS Conmmand Line Interface 5.1.0
By ANSVERI NG "YES' TO TH' S PROVPT YOU ACKNOALEDGE THAT YQU
HAVE READ THE TERMS OF THE PLURI BUS NETWORKS END USER LI CENSE
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AGREEMENT (EULA) AND AGREE TO THEM [YES | NO | EULA]?: vyes
Switch setup required:

Switch Name (netvisor): pn-swtch-01

net wor k- adm n Password: password <return>
Re-enter Password: ******x* <return>

Mgnt | P/ Net mask (dhcp): 10.14.2.42/23

Mgnt | Pv6/ Net mask:

In-band | P/ Netmask: 12.1.165.21/24

I n-band | Pv6/ Net nask:

Loopback |P:

Loopback | Pv6:

Gateway |P (10.14.2.1):

Gat eway | Pv6:

Primary DNS | P: 10.135.2.13

Secondary DNS IP: 10.20.4.1

Domai n name: pluribusnetworks. com
Automatically Upload Diagnostics (yes):
Enabl e host ports by default (yes): no

To verify, use the command:

CLI  (network-adm n@n-sw tch-01) > port-show port 9,10

switch port bezel-port status config
pn-switch-01 9 3 phy- up, host - di sabl ed 109
pn-switch-01 10 3.2 phy- up, host - di sabl ed 109

To enable the port (s), use the command:

CLI  (network-adm n@n-swi tch-01) > port-config-nodify port
9,10 enable host-enable

CLI (network-adm n@n-swi tch-01) > port-show port 9,10

switch port bezel-port status config
pn-switch-01 9 3 up, vl an-up fd, 10g
pn-switch-01 10 3.2 up, vl an-up fd, 10g

You cannot change (enable or disable) the host-ports by using the switch setup process
after the initial configuration is done. If you try to modify the host-ports, Netvisor ONE
displays an error as displayed in the example here:

CLI  (network-adm n@n-switch-01) > swtch-setup-nodify
di sabl e- host - ports

switch-setup-nodify: disable/enable host ports can be set only
at initial switch-setup tine

During the initial configuration of the switch, if the host ports are disabled, then all ports
having the same port configuration will be disabled. This can be viewed using the
following command:
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<CLI (network-adm n@n-swi tch-01) > port-config-show port
port-list host-enable

In this mode, when any port comes up physically, Netvisor ONE automatically sends and
receives LLDP packets to look for peer switches. If Netvisor ONE does not detect an
adjacency within 5 seconds, the port is flagged as host - di sabl ed. With this flag set,
Netvisor ONE only accepts LLDP packets and does not initiate packet transmission.

CLI (network-adm n@n-sw tch-01) > port-config-show port 9,10

switch port bezel - port stat us config
pn-sw tch-01 9 3 up, vl an- up, PN-ot her, LLDP fd, 10g
pn-swi tch-01 10 3.2 up, vl an-up fd, 10g

After completing switch discovery and fabric creation, use the host - enabl e option to
enable host, server, or router traffic switching, and ports:

CLI (network-adm n@n-switch-01) > port-config-nodify port 9
host - enabl e


https://www.pluribusnetworks.com

n NETWORKS

Setting the Date and Time

You can set the date and time on a switch by modifying the switch configuration using
the sw tch-set up-nodi f y command. For example, to change the date and time to
September 24, 2019, 09:30:00, use the following command syntax:

CLI (network-adm n@eafl) > switch-setup-nodify date 2019-09-
24 T09: 30: 00

To display the configured setting, use the swi t ch- set up- showcommand:

CLI (network-adm n@eaf2) > swtch-setup-show

swi t ch- nane: Leaf 2

mgnt - i p: 10. 14. 30. 18/ 23

nmgnt - i p- assi gnnent : static

ngnt - i p6: 2721::3617: ebff:fef7:94c4/ 64
ngnt - i p6- assi gnnent : aut oconf

mgnt - | i nk- st at e: up

mgnt - | i nk- speed: 1g

i n-band-i p: 192. 168. 101. 7/ 24

i n-band-i p6: fe80: : 640e: 94f f: f e83: cef a/ 64
i n- band- i p6-assi gn: aut oconf

gat eway-i p: 10.14.30.1

dns-ip: 10.20.4.1

dns-secondary-i p: 172.16.1. 4

domai n- nane: pl uri busnet wor ks. com

nt p- server: 0. us. pool . ntp.org

nt p- secondary- server: 0. ubunt u. pool . ntp. org

ti mezone: Aneri ca/ Los_Angel es

dat e: 2019- 09- 24, 09: 30: 00

hosti d: 184555395

| ocation-i d: 7

enabl e- host - ports: yes

banner: * Wel come to Pluribus Networks Inc.
Netvisor(R). This is a nonitored system *

devi ce-i d: 1VDQX42

banner: * ACCESS RESTRI CTED
TO AUTHORI ZED USERS ONLY *

banner: * By using the Netvisor(R) CLI,you
agree to the ternms of the Pluribus Networks *

banner: * End User License Agreenent
(EULA). The EULA can be accessed via *
banner: *

http://ww. pl uri busnetworks.comeula or by using the comand
"eul a- show' *
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Changing the Default Timezone
By default, Netvisor sets the default timezone to US/Pacific Standard Time (PST).

To change the timezone, use the switch-setup-modify command:

CLI (network-adm n@eafl) > swtch-setup-nodify tinezone tinme-
zone nane
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Enabling Administrative Services

There are many features of the Pluribus Networks fabric that require or can be
enhanced using remote access. For example, when packets are written to a log file, you
may want to transfer that file from a switch to a different system for analysis. Also, if you
are creating a NetVM environment, an IOS image of the guest OS must be loaded on the
switch.

You can enhance or modify several services such as SSH, NFS, Web, SNMP, SFTP.
To check the status of various services, use the following command:

CLI (network-adm n@eaf-1) > adnm n-service-show

sw tch: Leaf -1
if: ngnt
ssh: on
nfs: on
web: on
web- ssl : of f
web- ssl - port: 443
web- port: 80
web- | og: of f
snnp: on

net - api : on

i cnp: on
switch: Leaf-1
if: dat a
ssh: on
nfs: on
web: on
web- ssl : of f
web- ssl - port: 443
web- port: 80
web- | og: of f
snnp: on

net - api : on

i cnp: on

Netvisor ONE supports the file transfer method, SFTP and SFTP is enabled by default on
Netvisor ONE. Because SFTP relies on Secure Shell (SSH), you must enable SSH before
enabling SFTP.

To enable SSH, use the following command
CLI (network-adm n@eafl) > admn-service-nodify nic ngm ssh

To enable SFTP, use the following command:
CLI (network-adm n@eafl) > adnmin-sftp-nodify enable
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sftp password: <password>
confirm sftp password: <password>

The default SFTP username is sftp and the password can be changed using the adni n-
sft p- modi f y command:

CLI (network-adm n@eafl) > admn-sftp-nodify

sftp password: <password>
confirm sftp password: <password>

To display the details, use the following commands:

CLI (network-adm n@eaf-1) > adm n-service-show

switch if ssh nfs web web-ssl web-ssl-port web-port snnp
net-api icnp

Leaf-1 mgnt on off off off 443 80 on
of f on

Leaf-1 data on off off off 443 80 on
of f on

adm n-servi ce-show. Fabric required. Please use fabric-

create/join/show

CLI (network-adm n@eafl) > adm n-sftp-show
sw t ch: Leaf 1

sftp-user: sftp

enabl e: yes

Use SFTP from a host to the switch, and login with the username sftp and the password
configured for SFTP. Then you can download the available files or upload files to the

switch.

CLI  (network-adm n@eafl) > adm n-service-show

switch nic ssh nfs web web-port snnp net-api icnp

Leaf1  mgmt on  off on 80 off on
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Adding License Keys to Netvisor ONE

Netvisor ONE binds the license key to the serial number of the switch and, when
downloading the Netvisor ONE software, the Pluribus Networks Cloud locates the serial
number.

To install the license key, use the following syntax:

CLI (network-adm n@eafl) > software-license-install key
i cense- key

The license key has the format of four words separated by commas. For example:

CLI (network-adm n@eafl) > software-license-install key
f at her, ri bbon, neut r on, bought

Once the license key is installed, you can display information about the key using the
following command:

CLI (network-adm n@eafl) > software-license-show format all
| ayout verti cal

swi tch: | eaf 1

i cense-id: ONVL- 10G VW LI C

descri ption: 10G switches license for Virtual Wre
key: f at her, ri bbon, neut r on, bought

feature:

upgr ade-from

expi res-on: never

st at us: VALI D
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Configuring the Pluribus Fabric

This chapter provides information for understanding and configuring a fabric on a
Pluribus switch. This chapter includes:
e Creating an Initial Fabric

e Configuring the Fabric Over the

Management Interface
e Displaying Fabric Nodes

e Displaying Fabric Information and
Statistics

VirtualWire Configuration Guide 6.1.1 - Copyright © 2010 - 2021 Pluribus Networks Page 35 of 127
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Pluribus Fabric

Pluribus switches require the configuration of a fabric to support most network
operations. It's recommended even for single switches.

Therefore, after completing the initial setup of a switch, you can create a new fabric
instance to add the switch to. Or you can add the switch to an existing fabric.

Note: In case of Virtual Wire configuration it's only possible to set up the fabric over
the management interface(s). See the following sections for more details.

What is a Fabric Used for?

When multiple switches join a fabric, the switches act as 'virtual modules' of a 'virtually
distributed switch' with a single logical management plane. In this mode of operation,
switches share status information and exchange commands based on the configured
scope.

For example, any command with the scope, f abri ¢, executes on each switch belonging
to a shared fabric instance. This virtualized management paradigm significantly
simplifies the network configuration and speeds up the deployment of complex
networks.

A fabric instance can consist of just one individual switch, even though it is more
common to have more than one switch, to ensure redundancy.

Netvisor ONE continues to maintain the sharing of state and scope of a switch as long as
the switch belongs to the fabric instance. When a switch leaves one fabric instance to
join another one, the switch loses the synchronized fabric state and configuration of the
firstinstance and learns the state and configuration of the second one.

In order to create a new fabric instance, you should use the following command:
CLI  (network-adm n@w tch) > fabric-create nanme nane-string

where nane- st ri ng designates the name of the fabric.

Use the passwor d option if you want to assign a password to the fabric instance
creation process so that other switches are required to securely join the fabric only
if the administrator knows the password.

CLI (network-adm n@w tch) > fabric-create nanme nanme-string
passwor d<r et ur n>

fabric password: hidden-password-string <return>
confirm fabric password: hidden-password-string <return>
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Displaying Fabric Instances

To show all the fabric instances and their specific details, use the f abri c- show
command:

CLI  (network-adm n@w tch) > fabric-show

nane id vlan fabric-network control-network tid fabric-advertisenent-
net wor k

Fabricl b000707:59b6a9ef 0 ngnt ngnt 48 i nband- ngnt
Fabric2 90004eb: 59b7da05 0 ngnt ngnt 8 i nband- ngnt

Netvisor ONE discovers all available fabric instances by sending out special multicast
messages, called global discoveries, whenever a physical port becomes forwarding or on
demand.

For example, when you execute a f abri c- showcommand, Netvisor ONE sends
discovery messages over in-band as well as over the management interface.

After receiving a global discovery message the receiving device responds with a global
keep-alive message containing the required fabric and node information.

This local multicast-based discovery mechanism implies that direct Layer 2 connectivity
exist between the discoverer and the polled switches.
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Configuring the Fabric Over the Management Interface

Fabric configuration information can be exchanged over the network through in-band
communication. However, in case of Virtual Wire configuration, that type of
communication is not available. Therefore, the fabric has to be configured over the
management interface.

When a fabric is configured to use the management ports of the switches, its
management communication has to rely on a dedicated external management network
that interconnects the management ports. For this reason, it is said to happen “out-of-
band” (i.e., outside of the front-panel port connectivity, also known as “in-band”
connectivity). Redundancy is required in the dedicated external management network to
guarantee fabric service continuity in case of external network failure.

Configuration over the management interface can be achieved when a fabric is created
viathef abri c- cr eat e command. The user must specify that all fabric
communication occur over the management interface like so:

CLI (network-adm n@w tch) > fabric-create nane MFabric
control -network ngmt fabric-network ngnt fabric-advertisenent-
network ngmt-only

When you create a fabric over the management interface, any other node joining the
fabric inherits this setting. In other words, all nodes within the same fabric communicate
through the same network type with fabric peers. (You cannot have mixed fabric
configurations using both management interfaces and in-band communication.)

Therefore, Netvisor ONE does not display fabrics over an incompatible networks when
you execute the f abri c-j oi h command. This prevents a switch from joining an
incompatible fabric.
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Adding Switches to an Existing Fabric

To add a switch to an available fabric instance, use the following command:
CLI (network-adm n@w tch) > fabric-join nane nanme-string
For example:

CLI (network-adm n@w tch) > fabric-join name MFabric
Joined fabric MyFabric. Restarting nvQS. ..
Pl ease enter usernane and password:

Usernane (network-admn):

Passwor d:

In case of switches directly connected through the management network as in Figure
FAB-1, switch B learns about available fabric instances from switch A and then sends a
message to join the selected fabric.

TCP Connection from Switch B to Switch A

Switch A Switch B
fabric-create fabric-join

Figure FAB-1 Directly Connected Switch Joining a Fabric

Using the Tab key, Netvisor ONE displays all fabrics configured in the management
network as options.

A switch joins the fabric by using the discovered fabric name(s).

In addition, the Netvisor ONE software can use the password setup during the fabric
creation process to encrypt communication between the nodes in the fabric.

In such cases, when the switch joins a fabric instance, you must type in the password to
be able to join.
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Note: Avoid creating fabrics with the same name to prevent conflicts.

Once a new switch joins an existing fabric, the new switch downloads all fabric
configuration from the existing fabric switch and restarts the nvOSd (reboots).

After the switch is rebooted and is up and running, the new switch becomes part of the
existing fabric.
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Displaying Fabric Nodes

Netvisor ONE uses fabric keepalive packets to determine the state of each fabric node.
To display the state, use the fabric-node-show command with the syntax:

CLI network-adm n@w tch > fabric-node-show [state offline
onl i ne| i n-band-onl y-online| mgnt -onl y-online|fabric-joi ned|
eul a-requi red| setup-required|fabric-required|fresh-install]

Netvisor ONE supports monitoring and reporting on both management and in-band
network, therefore the node state can be one of the following:

e onl i ne — reach-ability of node over both management and in-band interfaces
e | n-band-onl y-onl i ne — reach-ability of node through in-band channel only
e nynt - onl y- onl i ne — reach-ability of node through management network only

e of fli ne — no reach-ability over either communication channel.

In this example, Netvisor ONE displays the onl i ne node state in the command output:

CLI (network-adm n@w tch) > fabric-node-show |ayout vertica

i d:

name:

f ab- name:
fab-id:

cluster-id:

f ab- ntast-i p:

| ocal - mac:
fabric-network:
mgnt - i p:
ngnt - mac:
mgnt - | 3-port:
ngnt - secondar y- nacs:
i n-band-i p:

i n- band- mac:

i n-band-1 3-port:

I n- band- secondar y- nacs:

fab-tid:
cluster-tid:
out - port:
ver si on:

st at e:
firmnar e- upgr ade:
devi ce-st at e:
ports:

Also check the f ab- t i d value for consistency on each node. See the Troubleshooting

the Fabric section for details.

167772208

switch

MyFabri c
a000030: 5537b46¢
a000030: 1

64: 0e: 94: 28: 00: 8e
i n- band

10. 9. 100. 100/ 16
64: Oe: 94: 28: 00: 8f
0

192. 168. 42. 10/ 24
64: Oe: 94: 28: 00: 8e
0

8

1

0

5. 0. 0-5000014540
onl i ne

not - requi r ed

ok
0
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Displaying Fabric Information and Statistics

To display information on the configured fabrics, use the fabric-show command:

CLI  (network-adm n@w tch) > fabric-show

nane id vl an fabric-network control -network tid
Fabricl a000030:5537b46c 3 i n-band i n-band 365
Fabric2 6000210:566621ee 100 ngnt i n-band 5055

To display the information about the fabric instance of the local switch, use the
fabri c-infocommand:

CLI (network-adm n@w tch) > fabric-info format all |ayout
verti cal

nane: Fabr i
i d:

vl an: 3

fabri c- net work: i n- band

control - net wor k: i n- band

tid: 365
fabric-adverti sement - net wor k: i nband-only

To display fabric statisticsuse the f abri c- st at s- showcommand:

CLI (network-adm n@w tch) > fabric-stats-show

switch id server storage VM wlan wvxlan tcp-syn tcp-est tcp-completed tcp-bytes udp-bytes arp

o
o

pubdev0i2 0 0 0 0 a 0 14.0k 3 40 125K

o
o

pubdev03 0 0 0 0 0 0 3.85K 3 24 110M
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To display fabric statistics in vertical format, use the following command:

CLI (network-adm n@w tch) > fabric-stats-show format all
| ayout verti cal

swit ch: SwWA45
i d: 0
servers: 0

st or age: 0

VM 0
vl an: 0

vxl an: 0

t cp-syn: 0
tcp-est: 0
tcp-conpleted: O

t cp- byt es: 0

udp- byt es: 0

arp: 0
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Configuring VirtualWire™ Features

This chapter provides information for understanding and configuring the VirtualWire™
features on a Pluribus switch. This chapter includes:

Prerequisites

e Understanding VirtualWire™

Technology
e Enabling VirtualWire™ Mode

e Configuring Ports for VirtualWire™
Mode

e |mplementing Unidirectional and

Bidirectional VirtualWire™ Links

e Configuring CRC Checks for
VirtualWire™ Mode

e Configuring Many to One Port

Associations

e Configuring Packet Load Balancing

over One to Many Links

e Configuring Topologies and Links

Configuring Traffic Filtering Using

vFlows

Building a VirtualWire™ Fabric

Configuring Forced Port Link-up

Example: Configuring a Fabric for

VirtualWire™ Switches

Example: Configuring a Fabric for

Unidirectional VirtualWire™

Configuring the Inline Services for

VirtualWire™

Configuring and Displaying Statistics

Adding UNUM Insight Analytics Flow
for Network Visibility

Note: This feature is supported on all Dell and Freedom/Edgecore platforms.

VirtualWire Configuration Guide 6.1.1 - Copyright © 2010 - 2021 Pluribus Networks Page 45 of 127


https://www.pluribusnetworks.com

n_ NETWORKS

Prerequisites and Configuration Requirements

To install and configure VirtualWire, ensure the following prerequisites are followed:

e The VirtualWire functionality is available for all supported Pluribus Network
transceiver at 1Gbs, 10Gbs, 25Gbs, 40Gbs, or 100 Gbs. For a list of supported
transceivers and licenses, please refer to the product data sheet.

e The VirtualWire license is required for the functionality to work. The VirtualWire
license also includes the Fabric license.

e Allcommands described in this chapter requires a fabric over a management
interface. Refer to Configuring the Fabric Over the Management Interface section
for information on how to create or join a fabric over a management interface.

e Toadd the VirtualWire feature to an existing Pluribus Networks switch in your
network, you must use theswi t ch- conf i g- r eset command to erase the current
configuration and reset the switch configuration to factory default.

e Afterre-configuring the initial setup, you must upgrade to the latest version of
Netvisor ONE that supports VirtualWire mode. And then, install the license key for
VirtualWire. Refer to the Adding License Keys to Netvisor ONE chapter for details.

e You must re-join the fabric after re-configuring the switch to VirtualWire mode. See
the Configuring the Pluribus Fabric chapter for details.
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Understanding VirtualWire™ Technology in Netvisor ONE

Pluribus VirtualWire™ is an integrated physical layer feature set for the Netvisor® ONE
Operating System (OS) that enables native Layer 1 switching capabilities on Open
Networking hardware switches. VirtualWire transforms a traditional electrical Ethernet
connection to emulate a physical wired connection so that interconnections are mapped
between two or more physical ports in single switch, or across a multi-switch topology.
This feature enables you to interconnect devices into any topology without moving the
cables around, which is a powerful capability in a network lab.

VirtualWire™ technology uses the software approach to configure cable topologies to
interconnect network devices together. Network devices are physically connected to
the VirtualWire switch once using Ethernet cables and transceivers that match the
device port media and speed characteristics. The desired cable topology is then
obtained by a remote software configuration of the Virtual Wire switch and consists of a
set of Virtual Wire links. VirtualWire topology configurations can be dynamically created,
saved and re-applied without any manual intervention on the physical infrastructure.

Enabling VirtualWire mode on a switch disables all the possible error-checks such as
Cyclic Redundancy Check (CRC) and Runts ( very small Ethernet packets with a
minimum length of 50 bytes caused by excessive packet collisions). This feature also
disables STP, LLDP, forwarding, and learning on all switch ports.

VirtualWire is implemented using transparent low-latency Ethernet forwarding
between physical ports over a non-blocking any-port to any-port switching architecture.
VirtualWire transparently cross bridges any standard or proprietary Ethernet protocol
of any size, including these types of traffic:

e |[Pv6,Q-in-Q, VN-TAG
e Ethernet control plane traffic such as BPDU, LACP and LLDP protocol packets
e Proprietary or experimental Ethernet fabric

e Undersized or errored frames

Network devices interconnected through a VirtualWire link behave as if the devices are
directly connected with a single physical cable. For example, as shown in Figure VW-1, if
the port of Device A goes down, the VirtualWire switch automatically shuts down the
port facing Device B.
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device & device-A

Wirtual Wire link

1
i
I
1
]
'
i
1
i
i
i
device-B ! davice-B

Figure VW- 1 - Virtual Wire Topology

In addition, a VirtualWire switch can act as an intelligent media converter, enabling
Ethernet communication between devices with different port speed and media type.
That s, to provide transparent switching, you can use the port association functionality
of Netvisor ONE to create a pseudo-wire between the master and slave ports.

In the example shown in Figure VW-2, a VirtualWire link is created between an optical
cable connecting device A and a copper cable on device B.

device-4 | device-A

Wmuafl Wine fink

| device-B davioe-B

Vel Toondame

Figure VW-2 - Virtual Wire Topology with Optical and Copper Cables
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Enabling VirtualWire Mode on a Switch

To setup a switch in VirtualWire mode, you must install the required license key by using
the command:

CLI (network-adm n@etvisor) > software-license-install key
key-string

as described in the Adding License Keys to Netvisor ONE section.

The following command instructs the switch to operate in VirtualWire mode and is used
to enable global VirtualWire functionality on a switch:

First configure the switch as a virtual-wire bridge by using the swi t ch- node- nodi fy
command. For example,

CLI (networ k- adm n@etvisor) > swtch-node-nodify swtch-node
virtual-wire

Use this command to modify the mode

Swi t ch- mode- modi fy of a server switch.

Specify the mode of the switch.

swi tch-nbde store-and- Specifying the vi rt ual - wi r e keyword
forward|virtual -wire modifies the switch as a VirtualWire
switch.

Note: Enabling VirtualWire mode on a switch disables all the possible error-checks
such as Cyclic Redundancy Check (CRC) and Runts (Runts are very small Ethernet
packets, up to 50 bytes and is caused by excessive packet collisions). This feature
also disables STP, LLDP, Layer 2 learning on all switch ports as well as processing and
forwarding of BPDUs.

Also, Jumbo frames are enabled by default on all ports in VirtualWire mode.
Additionally, the regular switches function like the VLANs and vRouters are not
supported anymore.

Note: When you issue the swi t ch- node- nodi f y command to change the mode of
the switch, expect a delay of up to 5 seconds due to the software restarting. If you are
issuing the same command via REST API, you need to account for this extra delay.

To display the switch mode, use the sw t ch- node- showcommand:
CLI (network-adm n@etvisor) > swtch-node-show

swi tch: pn- spi nel
switch-node: virtual-wire
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Configuring Ports for VirtualWire™ Mode

By default, all 10Gbs switch ports are configured for 10Gbs Ethernet speed.

In 10Gbs Ethernet mode, SFP+ or QSFP+ transceivers are required to connect to hosts or
other switches. If you change the port speed to 1 Gigabit Ethernet, you need SFP
transceivers to plug into the ports. You must also enable jumbo frames for the port.

To modify the ports to 1Gbs speed and enable auto-negotiation, use the following

syntax:

CLI (network-adm n@n-spinel) > port-config-nodify port 1-8

speed 1g autoneg

curl -u network-adm n:test123 -X PUT
http://<switch-ip>/vRest/port-configs/1-8 -d "{"speed": "1g",
"autoneg" : "autoneg"}' -H "Content-Type: application/json”

Note: Jumbo frames are enabled by default and VirtualWire links support any frame

size.

To display port configuration information, use the port - confi g- showcommand.

To see all output, add the parameters format al | | ayout verti cal.

Using the vertical layout displays the information in a more readable format:

CLI (network-adm n@eaf 1)

| ayout verti cal

switch:
intf:
port:
speed:

egress-rate-limt:

aut oneg:

j unbo:

enabl e:

| acp-priority:

| acp-i ndi vi dual :
st p-port-cost:

Stp-port-priority:

reflect:
edge-swi tch
pause:
descri ption:
| oopback:
mrror-only:
| port:

> port-config-show port 1 format all

pn-spi nel
1
1
19
unlimted
on
on
on
32768
none
2000
128
of f
no
no
def aul t
of f
1
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remrswtch-port-nmac: 00: 00: 00: 00: 00: 00
rswtch-default-vlan: 0

port - mac- addr ess: 06: a0: 00: 02: 40: 1e
send- port: 0

routing: yes

host - enabl e: yes

curl -u network-adm n:test123 -X GET
http://<switch-ip>/vRest/port-configs/1

To display the port status, use the por t - showcommand. For example, a sample output
looks similar to the following:

CLI (network-adm n@n-spinel) > port-show format all |ayout
verti cal

switch: pn-spi nel

port: 47

i p: 192. 168. 42. 30

mac: 64: 0e: 94: 28: 03: 56
host nane: pubdev03

st at us: up, PN-fabric, LLDP

| port: 47

rport: 47

config: fd, 10g

trunk: trunk?2

swi tch: pn-spi nel

port: 48

i p: 192. 168. 42. 30

mac: 64: 0e: 94: 28: 03: 56
host nane: pubdev03

st at us: up, PN-fabric, LLDP

| port: 48

rport: 48

confi g: fd, 10g

t runk: trunk?2

curl -u network-adm n:test123 -X GET
http://<switch-ip>/vRest/ports

To display all details about ports, use the port - phy- showcommand:

CLI (network-adm n@n-spinel) > port-phy-show format all
| ayout verti cal

switch: pn-spi nel
port: 25

state: up

aut oneg: none

speed: 10000

et h- node: 10Ghase-cr
max- f r ane: 1540

link-quality: great (59/41)
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| ear ni ng: of f

def - vl an: 1

df e- node: cont i nuous
df e- coar se: conpl ete

df e-fi ne: conpl ete
swit ch: pn-spi nel
port: 26

st ate: up

aut oneg: none

speed: 10000

et h- node: 10Ghase-cr
max- f r ane: 1540
link-quality: good (57/38)

| ear ni ng: of f

def - vl an: 1

df e- node: cont i nuous
df e- coar se: conpl ete

df e-fine: conpl ete

curl -u network-admn:test123 -X GET
http://<sw tch-ip>/vRest/port-phys

Note: The columns def-vlan, max-frame, and learning display default fixed values
because regular switching is disabled on the ports.

Note: Link-quality information is only available when a 10Gbps transceiver is installed
ina port.

To display the transceivers connected to the ports, use the  port - xcvr-show
command:

CLI (network-adm n@n-spinel) > port-xcvr-show port 1-4

switch port  vendor-nane part-nunmber serial - nunber supported
pn-spinel 1 Pl uri busNet wor ks SFP10- CUOP5M Y05B200393 Yes
pn-spinel 2 Pl uri busNet wor ks SFP10- CUOP5M Y05B200747 Yes
pn-spinel 3 Pl uri busNet wor ks SFP10- CUOP5M Y05B200413 Yes
pn-spinel 4 Pl uri busNet wor ks SFP10- CUOP5M Y05B200804 Yes

curl -u network-adm n:test123 -X GET
http://<switch-ip>/ vRest/port-xcvrs

Note: Each port has a LED indicator light that displays status information about the
port. If the LED is solid green, the port is enabled. If the LED is green and blinking
rapidly then the port is at 80% of the throughput capacity
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Implementing Unidirectional and Bidirectional VirtualWire
Links

In this section you can configure a single bidirectional VirtualWire link using the port -
associ ation-create command with the option vi rtual -w re. Each port of
the VirtualWire transmits traffic in full-duplex mode.

Usethe port - associ ati on-cr eat e command:

CLI (networ k- adm n@pi nel) > port-association-create name nhame-
string master-ports port-list slave-ports port-list virtual-
wire|lno-virtual-wire

Creates a port association between the

port-associ ation-create
master and slave ports.

name nane-string Specify the name of the configuration

Specify the master port number or a list

master-ports port-1list
P P of ports that can act as master ports.

Specify the slave port number or a list of

sl ave-ports port-Ilist
P P ports that can act as salve ports.

Specify the virtual -w r e keyword
to form a virtual-wire port association.
This command keyword creates two
vFlows between the master and slave
ports and re-directs all traffic from one
[virtual -wire| no-virtual - port to another by creating a pseudo
W rej wire. It also creates a flow policy with
Copy-to-CPU action on TCP packets
(sync, ack, and rst) to provide analytics
with tracking details.
This keyword is available only when the
switch is in VirtualWire mode.

Configuring a single bidirectional VirtualWire link using the port - associ ati on-
cr eat e command with the optionvi rt ual - W r e can be implemented in two ways
that are functionally equivalent:

e Configuring VirtualWire direction individually - or

e Configuring a VirtualWire link using the bi di r parameter
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To configure a unidirectional VirtualWire link from device A to device B, enter the

following command:

CLI (network-adm n@eafl) > port-association-create name A-to-

B virtual-wire naster-ports 10 slave-ports 20 no-bidir

curl -u network-admn:test123 -X POST
http://<switch-ip>/vRest/port-associations -d '{"nane": "A-to-
B',"virtual -wire":true, "master-ports": "10", "sl ave-ports":

"20"}" -H "Content-Type: application/json”

Note: Please note that the parametervi rt ual - wi r e must be set to “true”. This is
the case when the switch is running in VirtualWire mode and you are configuring
VirtualWire features.

To configure a unidirectional Virtual Wire link from device B to device A, enter the
following command:

CLI (network-adm n@eafl) > port-association-create name B-to-
A virtual-wire master-ports 20 slave-ports 10

Note: If the bi di r | no- bi di r keywords are not mentioned in the above command,
then by default a uni-directional association of VirtualWire link is configured.

curl -u network-adm n:test123 -X POST
http://<switch-ip>/vRest/port-associations -d '{"nane": "B-to-
A',"virtual-wire": true,"master-ports": "20","slave-ports":
"10"}" -H "Content-Type: application/json”

To configure a bidirectional Virtual Wire link from device A to device B, enter the
following command:

CLI (network-adm n@eafl) > port-association-create nanme A-to-
B bidir virtual-wire nmaster-ports 10 slave-ports 20

curl -u network-adm n:test123 -X POST

http://<switch-ip>/vRest/port-associations -d '{"nane": "A-to-
B',"bidir": true,"virtual-wire": true,"nmaster-ports":
"10","slave-ports": "20"}' -H "Content-Type: application/json"

To display existing Virtual Wire links, use the por t - associ at i on- showcommand:
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CLI (network-adm n@eafl) > port-association-show

switch nane master-ports slave-ports policy virtual-wire bidir

vw-switch A-to-B 10 20 all -masters true true
curl -u network-adm n:test123 -X GET
http://<switch-ip>/vRest/port-associ ati ons

To delete an existing Virtual Wire link, use the port - associ ati on-del et e
command with the nane string parameter:

CLI (network-adm n@eafl) > port-association-delete nanme A-to-
B

curl -u network-adm n:test123 -X DELETE
http://<switch-ip>/vRest/port-associations/A-to-B
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Configuring CRC Checks for VirtualWire Mode

A switch running in VirtualWire Mode currently interpret the CRC header of the packets
passing through. This achieves perfect transparency of the switch. However it does
place limitations on the types of vFlows created on the switch, as any vFlow that
modifies the packet renders the CRC on that packet invalid without updating it.

With this Netvisor ONE release, the CRC regeneration is a configurable option per port,
so the you can decide on a per-port basis whether the switch should, or should not
perform CRC regeneration.

Switch in Virtual Wire Mode

/ \
/
Port 43 S %, Port3s
{ N
‘\ /
\__/

Host 1 VLAN 101 | S Host 2 VLAN 102

Figure VW-3 - Example Virtual Wire Mode Topology

On the virtual-wire switch, if you want to convert traffic on port 43 tagged with VLAN 101
to be tagged with VLAN 102 so Hostl and Host2 can communicate as if the two hosts are
on the same VLAN, then you configure the following two vFlows:

CLI (network-adm n@eafl) > vflowcreate nane vlan_map 101 102
scope local table L1-Virtual-Wre-1-0 vlian 101 in-port 43
precedence 15 action setvlan action-value 102 action-to-ports-
val ue 39

CLI (network-adm n@eafl) > vflowcreate nanme vlan_map_102_ 101
scope local table L1-Virtual-Wre-1-0 vlian 102 in-port 39
precedence 15 action setvlan action-value 101 action-to-ports-
val ue 43

However, the packets with a different VLAN now have an incorrect CRC value unless the
CRC is updated when egressing the port.

For example, use the command:

CLI (network-adm n@eafl) > port-config-nmodify port 39,43 crec-
check- enabl e

After this configuration, any packets egressing from ports 39 and 43 are updated with
the CRC check.

Note: The parameter, cr c- check- enabl e is only be available on switches in Virtual
Wire mode. Furthermore, when the switch mode is changed to VirtualWire mode, all
ports are configured as cr c- check- di sabl e by default.
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Configuring Many to One Port Associations

To provide transparent switching, you can use the port - associ at i on- cr eat e and
port-associ ati on- nodi fy commands to create a pseudo-wire between the
master and slave ports. The vi r t ual - wi r e keyword enables analytics on associated
ports and traffic between specified ports based on the bidir or no-bidir tag.

To create port associations between master port and slave ports and enabling link-
tracking, use the command:

CLI (net wor k- adm n@bpi nel) > port-association-create nane nane-
string naster-ports port-list slave-ports port-list virtual-
wire|no-virtual-wre bidir|no-bidir

Creates a port association between the

port-associ ati on-create master and slave ports.
name nane-string Specify the name of the configuration

Specify the master port number or a list

master-ports port-list of ports that can act as master ports.

Specify the slave port number or a list of

slave-ports port-list ports that can act as salve ports.
Specify the virtual -w r e keyword
to form a virtual-wire port association.
[virtual -wire| no-virtual - This enables analytics on associated
W rej ports and traffic between specified ports

This keyword is available only when the
switch is in VirtualWire mode.

Specify the bi di r keyword to enable
bidirectional port state link tracking,
which sets-up virtual-wire vflows
between master and slave ports.

This keyword is available only when the
switch is in VirtualWire mode.

[ bi dir| no-bidir]

O her paraneters available in
the commmand for standard
switch form are:

[ policy all-masters|any- Specifies the port association policy. The
mast er | default is all-masters.

Specify the list of ports that needs to be

[monitor-ports port-list] monitored.

Specify to enable or disable port

enabl e| no- enabl e o
[ | ] association in hardware.
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Note: To support analytics data, a few additional system vFlow entries (named
System-vflow-x, where x can be S or F or R) are installed with a higher priority than the
vFlow entry in order to copy TCP SYN/FIN/RST packets to the management CPU. This
ensures that any SYN/FIN/RST packets carried by vFlow can be used for TCP flow
analysis.

Note: The difference between many-to-one, one-to-many, and many-to-many port

associations are very important in uni-directional mode as the traffic goes only from
the master ports to the slave ports in a uni-directional port-association and not the

other way around.

For example:

CLI (network-adm n@eafl) > port-association-create nane PA 1
master-ports 4,5 slave-ports 6 virtual-wire

CLI (network-adm n@eafl) > port-association-create nane PA 2
master-ports 2 slave-ports 1,3 virtual-wire

The parameter, noni t or - por t s, is added to allow for ports that are not tracked by the
port-association. Apart from non-tracking of the monitor port, the traffic is sent to the
monitor port only and no traffic is allowed from the monitor port to the master or slave
port.

This scenario can be used in cases such as sending data to a logging server (connected
to a monitor port) between two network path ports (master and slave ports).

CLI (network-adm n@eafl) > port-association-create nane PA 1
master-ports 1 slave-ports 2 nonitor-ports 3 virtual-wire

CLI (network-adm n@eafl) > port-association-create nane PA 2
master-ports 2 slave-ports 1 nonitor-ports 3 virtual-wire

These commands create the same set of port-associations except that when ports1or 2
goes down, port 3 is not affected.

Note: Thevi rt ual - w r e andbi di r keywords are available only on VirtualWire
switch mode.
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Configuring Packet Load Balancing over One to Many Links

When VirtualWire is deployed as legacy packet broker, moving packets from
production to an analyzer tool, it requires load balancing feature because you can
monitor 10Gb links with 1Gb tools.

Netvisor One load balances the traffic by distributing the traffic load to different tool
ports or appliances in order to scale the monitoring. This also provides redundancy in the
monitoring technology.

When a member port goes down, traffic on the port is switched to remaining member
ports and evenly distributed.

To configure load balancing, use the following steps:

1) First configure a trunk on the desired ports. In this case, ports 15 and 16 are configured
as a trunk:

CLI (network-adm n@eafl) > trunk-create nane |b_trunk ports
15, 16

Created trunk Ib_trunk, id 128
2) Create the port association on the switch:

CLI (network-adm n@eafl) > port-association-create nane pal
master-ports 1 slave-ports 128 virtual-wire bidir

3) Display the configuration:

CLI (network-adm n@eafl) > port-association-show

switch nane naster-ports slave-ports policy virtual -wire bidir

| eaf 1 pal 1 128 all-masters true true

CLI (network-adm n@eafl) > port-show port 1,16

switch port vnet hostnane status config t runk
| eaf 1 1 40q, j unbo
| eaf 1 16 trunk 109, junbo |b_trunk

CLI (network-adm n@eaf1l) > vflow show |ayout vertical

name: I nt er nal - Keepal i ve
scope: | ocal

i n-port:

et her-type: i pv4

dst-ip: 239.4.9.7

pr ot o: udp

fl owcl ass: contr ol
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pr ecedence:
action:

action-to-ports-val ue:

enabl e:
t abl e- nane:

nane:
scope:

i n-port:

et her -t ype:
dst-ip:

pr ot o:

fl ow cl ass:
pr ecedence:
acti on:

action-to-ports-val ue:

enabl e:
t abl e- nane:

14
t o-cpu

enabl e
L1-Virtual -Wre-1-0

VI RT_W RE_MAS_SLV
| ocal
1

14

t o- port

128

enabl e

L1-Virtual -Wre-1-0

N
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Configuring Topologies and Topology Links

The VirtualWire fabric enables you to segment the same fabric into multiple
independent and isolated topologies. The same switch can be part of multiple
topologies, with different ports configured for different topologies.

Note: A single port can be part of only one topology at any point in time.

After creating a topology, you must add the physical links of the VirtualWire fabric. You
need to configure the topology links only once.

The topology-* and topology-link* commands sets up a fabric-wide XML file with all
details about the network topology, which you, as a network administrator can use for
path computation. The port-association-* command enables the path computation of
two VirtualWire switches in the topology (see Configuring Fabric-wide Port Associations
section later). When a path is found in the topology during port association, VirtualWire
reserves the identified path and local port associations are created along the path for
traffic redirection. Henceforth, those reserved topology links are not considered for
further path calculations.

The Figure VW-4 shows three different topologies (1,2, and 3 - color coded to

differentiate) configured within the same fabric and Figure VW-5 displays the topology
links between two topologies in the VirtualWire fabric.

Management Fabric

— Topology 1
=== Topology 2
=== Topology 3

Figure VW-4: VirtualWire Fabric with Multiple Topologies for Automatic Path Creation
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20 34

leaf?

=== Topology 1
1 2 1 2 wmmm Topology 2

Figure VW-5: VirtualWire Fabric Linking Two Topologies
Use the commands to configure topology and topology links in VirtualWire fabric:
To create a network topology, use the command:

CLI (network-adm n@etvisor) > topol ogy-create nanme name-
string

Use this command to create a network

t opol ogy-create topology.

name nane-string Specify the name for the fabric topology.

To view the existing network topologies, use the command:
CLlI (network-adm n@etvisor) > topology-show nane nane-string
To delete an existing network topology, use the command:

CLI (network-adm n@etvisor) > topol ogy-delete nanme name-
string

To configure a link between two topologies in the VirtualWire fabric, use the command:

VirtualWire Configuration Guide 6.1.1 - Copyright © 2010 - 2021 Pluribus Networks Page 63 of 127


https://www.pluribusnetworks.com

n NETWORKS

CLI (network-adm n@etvisor) > topology-Ilink-add nanme nane-
string nodel fabric-node nane nodel-port nodel-port-nunber
node2 fabric-node nanme node2-port node2-port-nunber enable|
di sabl e

name nane-string Specify the name for the fabric topology.
Specify the followng |ink

argunent s:

nodel fabric-node nane Specify the name for link node 1
nodel-port nodel-port-nunber Specify the port on node1l

node2 fabric-node nane Specify the name for link node 2

node2- port node2-port-nunber Specify the port on node 2

Specify the topology link state for path

enabl e| di sabl e ,
calculation

To modify the link to the network topology, use the command:
CLlI (network-adm n@etvisor) > topology-link-nodify name name-
string nodel fabric-node nane nodel-port nodel-port-nunber

node2 fabric-node nane node2-port node2-port-nunber enable|
di sabl e

To remove the link to the network topology, use the command:

CLI (network-adm n@etvisor) > topology-link-renmove nanme name-
string nodel fabric-node nane nodel-port nodel-port-nunber
node2 fabric-node nane node2-port node2-port-nunber

To view the link details to the network topology, use the command:

CLI (network-adm n@etvisor) > topology-I|ink-show nane nane-
string

The following details are displayed:

nodel fabric-node name Displays the name for link node 1
nodel-port nodel-port-nunber Displays the port on node1l
node2 fabric-node name Displays the name for link node 2

node2-port node2-port-nunber Displays the port on node 2

Displays whether the topology link is in use

i n-use yes|no or not
in-path in-path-string Displays the topology link used by this path

Displays the topology link state for path
calculation

id id-nunber Displays the Link identifier

enabl e| di sabl e
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Configuring Fabric-wide Port Associations

VirtualWire fabric enables you to automate the path discovery process across multiple
VirtualWire switches than having you to manually configure the individual port
associations, which isa complex, error-prone and time-consuming process.

To configure an automated end-to-end port association on all the VirtualWire switches
in a fabric, you should specify the fabric topology first (see Configuring Topologies and
Topology Links section) and then configure the port association path. VirtualWire fabric
validates and computes the path configuration thereafter.

You can configure the port associations using the CLI commands and through RESTful
APl to UNUM.

You can provision automatic path configuration only on a fabric that is configured with

local scope. The path computation is done locally on the switch and fabric commands

executed and then the hop-by-hop port associations are configured automatically and
sent to respective switches.

To create a port association path, use the command:

CLI (network-adm n@etvisor) > port-association-path-create

name nane-string Specify the name of the path

Specify the fabric topology name that was

t opol ogy topol ogy nane createdin step1l

nodel fabric-node nane Specify the name for link node 1
nodel-port nodel-port-nunber Specify the port on nodel
node2 fabric-node nane Specify the name for link node 2

node2-port node2-port-nunber Specify the port on node 2

To delete an existing port association path, use the command:

CLI (network-adm n@etvisor) > port-association-path-delete
nanme nane-string

To view the port association path, use the command:

CLI (network-adm n@etvisor) > port-association-path-show

port-associ ati on- pat h- show Displays the port association paths
name nane-string Displays the path name

t opol ogy topol ogy nane Displays the fabric topology name
nodel fabric-node nane Displays the name for link node 1
nodel-port nodel-port-nunber Displays the port on node 1

node2 fabric-node nane Displays the name for link node 2

node2-port node2-port-nunber Displays the port on node 2
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in-use yes|no Displays whether the topology link is in use

or not
in-path in-path-string Displays the topology link used by this path
status down| up Displays the path status
path pat h-string Displays the path string

Below is an example of a sample configuration:

Create a network topology, VWtopo and add topology link between node 1: pn-vw-5, port
125 and node2: pn-lab-4, port 49. Also create another link between pn-lab-4, port 5 and
pn-colo-1, port 5:

CLI (network-adm n@n-I|ab-4) > topol ogy-create nanme VW opo

CLI (network-adm n@n-1|ab-4) > topology-link-add name VW opo
nodel pn-vw 5 nodel-port 125 node2 pn-|ab-4 node2-port 49

CLI (network-adm n@n-1|ab-4) > topology-link-add name VW opo
nodel pn-1ab-4 nodel-port 5 node2 pn-col o-1 node2-port 5

To view the details, use the command:

CLI (network-adm n@ucana-col 0-4) > topol ogy-show nane VW opo

switch nane nodel nodel- port node2 node2-port in-use in-path

enabl e

pn-1ab-4 VW opo pn-1|ab-4 5 pn-col o-1 5 no
yes

pn-1ab-4 VW opo pn-vw5 125 pn-1 ab-4 49 no
yes

pn-vw 5 VW opo pn-1| ab-4 5 pn-col o-1 5 no
yes

pn-vw 5 VW opo pn-vw5 125 pn-1 ab-4 49 no
yes

pn-col o-1 VW opo pn-1|ab-4 5 pn-col o-1 5 no
yes

pn-col o-1 VWA opo pn-vw5 125 pn-1 ab-4 49 no
yes

To create a port association path, use the command:

CLI  (network-adm n@n-1ab-4) > port-association-path-create
nane new topol ogy VWOPO nodel pn-vw5 nodel-port 2 node2 pn-
colo-1 node2-port 125

Created path: pn-vw5(2) <-> pn-vw5(49) <-> pn-lab-4(125) <->
pn-1ab-4(5) <-> pn-colo-1(5) <-> pn-colo-1(125)

To view the topology link details, use the command:

CLI (network-adm n@n-vw5*) > topol ogy-Iink-show
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name nodel nodel- port node2 node2-port in-use in-path enable
VWOPO pn-vw5 49 pn-1 ab-4 125 yes new yes
VWIOPO pn-1ab-4 5 pn-colo-1 5 yes new yes

To view the port association details, use the command:
CLI (network-adm n@n-vw 5*) > port-association-path-show
name topol ogy nodel nodel- port node2 node2- port status

new VWOPO pn-vw5 2 pn-col o-1 125 up
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Configuring Traffic Filtering Using vFlows in VirtualWire
Mode

A switchin a VirtualWire fabric is capable of filtering traffic at wire speed. You can
configure traffic filtering in cases such as, when multiple streams of traffic arrives into a
single port and if each flow needs to be redirected to different egress ports. A vFlow
classifies traffic based on various factors such as the ingress port, source-mac,
destination-mac, source-ip, destination-ip, VLAN, egress-port, ether-type, protocol, and
so on.

All the vFlows created in VirtualWire mode must be configured under the L1-Virtual-
Wire-1-0 table.

For more details on vFlows, see the Netvisor ONE Configuration Guide on Pluribus
Networks website.

In Figure VW-6 below a VirtualWire switch is used to share a traffic generator across two
DUTs. In this topology, two traffic flows come in from the traffic generator towards the
VirtualWire switch on port 3 on two different subnets. Use the VirtualWire switch to
filter the incoming streams based on the source IP addresses and redirect them toward
the required destination.

devicel device?

wvWw=switch

/= \
(\ :
5

A

Ixia

Figure VW-6: VirtualWire with vFlows for Traffic Filtering
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To configure traffic filtering on the VirtualWire switch, use the following commands:
1. Configure a multi-port association with any-master policy by using the command:
CLI (network-adm n@w switch) > port-association-create nane

nane-string master-ports port-list slave-ports port-1ist
virtual-wire bidir policy any-naster

Creates a port association between

port-assocl atl on-create different ports.

name name-string Specify the name for the port

association.
mast er-ports port-1Iist Specify the master ports.
sl ave-ports port-1list Specify the slave ports.

Specify the vi r t ual - wi r e keyword
virtual-wire|no-virtual-wre for the associated ports to form a
VirtuialWire.

Specify bi di r keyword to establish a bi-

bidir|no-bidir directional port state tracking.

Specify the port association policy, the

policy all-masters|any-master - policyis al | - masters.

Below is an example configuration named filer-traffic by specifying the master ports, 20,
49 and slave ports as 3; with any-master policy:

CLI (network-adm n@w switch) > port-association-create nane
filer-traffic master-ports 20,49 slave-ports 3 virtual-wre
bidir policy any-nmaster

2. Create two vFlows on the VirtualWire switch to filter traffic based on source IP
address:

CLI (network-adm n@w switch) > vflowcreate nane nane-string
scope local|fabric src-ip ip-address in-port port-list action
toport action-to-ports-value port-list table L1-Virtual-Wre-
1-0 precedence 15

vfl owcreate Creates a virtual flow definition.
name nane-string Specify the name for the vFlow.

Specify the scope for the vFlow

scope local|fabric . )
configuration.

Specify the source IP address for the

src-ip ip-address VElow.

I n-port Specify the incoming port for the vFlow.
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Specify the forwarding action to apply to

action the vFlow.
action-to-ports-value port- Specify the port value for the specified
i st action.

Specify the table name as L1-Virtual-

tabl e vflowtable-nane Wire-1-0 table.

Specify the traffic priority value between

precedence 2 and 15.

For example, below is an example configuration for two vflows: filterstreaml1, and
filterstream?2:

CLI (network-adm n@wswitch) > vflowcreate nane
filterstreanl scope local src-ip 10.0.100.250 in-port 3 action
toport action-to-ports-value 20 table L1-Virtual-Wre-1-0
precedence 15

CLI (network-adm n@wswitch) > vflowcreate nane
filterstrean2 scope |ocal src-ip 10.0.200.250 in-port 3 action
toport action-to-ports-value 49 table L1-Virtual-Wre-1-0
precedence 15

Use the show command to view your configuration:

CLI  (network-adm n@w switch) > vflow show


https://www.pluribusnetworks.com

n_ NETWORKS

Building a VirtualWire™ Fabric

Multiple VirtualWire switches can be interconnected to form a single VirtualWire fabric.
A VirtualWire fabric is like a highly scalable and distributed patch panel that can be
dynamically and remotely provisioned to implement single dedicated wire speed links
between any two device ports in the network.

When all of the switches in the VirtualWire fabric are part of the same Management
Fabric, they can be provisioned and controlled as a single logical VirtualWire switch.

The most efficient design for a VirtualWire fabric is based on the classic leaf-spine
architecture, or Clos, a non-blocking, multistage switching topology, as in the figure
below.

Visrl Waiee Bl iyl Whep Suveeh irtunl Wirs bamrn

e = =TT =T

Vit Wire Switcs Vi Wire Sadein Vil Wire Swlick Viimual Wie Saitch

‘ .‘ ‘.._ ‘.‘

1l Ty . N o 3 . " Cevice loye
GELLY CEDER DLOIE™ Ll CE ) L =
Figure VW-7 - Leaf and Spine Topology for Virtual Wire Fabric

Note: In CLOS architecture, there is no limit to the number of VirtualWire links
between device ports that are physically connected to the same leaf. Instead, the
number of VirtualWire links between device ports that are connected to different
leafs depend on the over-subscription ratio between leaf and spine.

With this approach, you can select the desired over-subscription ratio and build a
modular and scalable architecture to scale up to thousands of device ports.

For example, using the Dell or Freedom series switches as building blocks, a possible leaf
switch configuration uses 48 X 10 Gigabit Ethernet ports to connect to device ports and
6 x 40 Gigabit Ethernet ports to connect to the spine layer, resulting ina 1.8:1 over-
subscription ratio.

Based on the desired maximum number of device ports, you can select from different
scale options:
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17 leaf 6 spine at 1.8:1 over-subscription ratio for a total of 748 device 10
Gbps/1Gbps ports
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Figure VW-8: 17 Leafs and 6 Spines

34 leaf 12 spine at 1.8:1 over-subscription ratio for a total of 1496 device
10Gbps/1Gbps ports

Figure VW-9: 34 Leafs and 12 Spines

68 leaf 24 spine at 1.8:1 over-subscription ratio for a total of 2992 device
10Gbps/1Gbps ports
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Figure VW-10 - 68 Leafs and 24 Spines
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Configuring Forced Port Link-up

The Ethernet standard requires a port to have an active RX connection to a peer device
to be able to negotiate link parameters (for example, for auto-negotiation purposes)
before the port can be brought into up state.

In some special cases, though, (for example for security purposes) using both RX/TX wire
connections/fiber strands in a port is not required when only unidirectional connectivity
is being used: in such cases, in fact, only the RX wire connections/fiber strand are
expected to receive traffic from the TX of the peer device (whose RX is unused). This
unidirectionality is expected when one peer port is supposed to only receive traffic and
the other one is supposed to only transmit it. However, in normal circumstances,
connecting only the RX on one port to the TX on the other would not generate a link-up
on the latter.

Starting from Netvisor ONE version 5.2.0, it is possible to configure a port to be forced to
be up even when its RX connector/fiber is not connected to any peer device by using the
port-force-|inkup-addcommand like so:

CLI (network-adm n@eafl) > port-force-|inkup-add ports 39
CLI (network-adm n@eafl) > port-force-I|inkup-show

switch: leafl

| eaf1: Ports enabled for force |inkup: 39

CLI (network-adm n@eafl) > port-xcvr-show port 39

switch port vendor - nane part-nunber serial - nunber tenp[C vcc33[V] tx-bias[m]
tx-pw [dBn] rx-pw [ dBnj

| eaf 1 39  AVAGO AFBR- 709SMZ AD1410307JT 22.75 3.31 6.35

CLI (network-adm n@eafl) > port-show port 39
switch port bezel -port status config

| eaf 1 39 39 up, vl an-up fd, 10g

Port 39 above has no RX connection, but with this configuration the software is able to
force the portin up state.

This configuration can be disabled with the following command:

CLI (network-adm n@eafl) > port-force-linkup-renove ports 39

Note: Please note that this capability is hardware dependent and may not be available
with all ASICs.
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Example: Configuring a Switch for VirtualWire™ Mode

The configuration example in this section refers to a VirtualWire fabric composed by
one spine and two leaf switches as in the figure below.

Two devices, device-A and device-B, have respectively two ports and one port that are
physically connected to the VirtualWire switch Leaf-1. A third device, device-C, is
physically connected to the VirtualWire switch Leaf-2.

The desired logical setup consists in a bidirectional service chain topology where
device-A is inserted in-line between device-B and device-C.

Spine-1

Virtual Wire Link A-C

Port 45

Leaf-2
Leaf-1 Virtual Wire Link A-C

Wirtual Wire Link A-C

Port 3

Virtual Wire Link A-B Portd

Device-A Device-B

Figure VW-11 - Bidirectional Traffic over a VirtualWire Connection

To create a bidirectional virtual link from device-A to device-C, use these steps:

1) Configure a port association for device-A to device-C using port 1 and port 45 on Leaf-
1.

CLI (network-adm n@eaf-1) > port-association-create nane
link-AC virtual-wire bidir master-ports 1 slave-ports 45

2) Configure a port association on Spine-1 between ports 1 and 2:

CLI (network-adm n@bpi ne-1) > port-association-create nane
link-AC virtual-wire bidir master-ports 1 slave-ports 2

3) Configure a port association on Leaf-2 between ports 45 and 1:

CLI  (network-adm n@eaf-2) > port-association-create nane
link-AC virtual-wire bidir master-ports 45 slave-ports 1
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Example: Configuring a Switch for Unidirectional
VirtualWire™ Mode

Unidirectional VirtualWire links can be used for testing link fault detection features like
Cisco Unidirectional Link Detection (UDLD).

In the example below, the traffic directions are separated and individually controlled by
creating unidirectional VirtualWire links in a Virtual Wire fabric composed by one spine
and two leaf switches.

In the resulting logical topology, device-B and device-C are directly interconnected in
one direction; in the opposite direction device-A, a traffic impairment tool, is inserted in-
line. Device-A can be used to introduce errors on the wire or to emulate unidirectional
fiber cut events.

Spine-1

Port 1 Virtual Wire Link C-B

Leaf-2
Leaf-1 Virtual Wire Link A-C

Virtual Wire Link A-C

¥ Port 3
“°™ virtual Wire Link A-B

Device-B

Figure VW-12 - Unidirectional Traffic over a Virtual Wire Connection

To configure the VirtualWire switch for unidirectional traffic, use the following steps:

1) Configure a port association on Leaf-1, ports 1 and 45.

CLI  (network-adm n@eaf-1) > port-association-create nane
link-AC virtual-wire nmaster-ports 1 slave-ports 45

2) Configure a port association on Spine-1, ports 1 and 3:

CLI (network-adm n@bpi ne-1) > port-association-create nane
link-AC virtual-wire nmaster-ports 1 slave-ports 3

3) Configure a port association on Leaf-2, ports 45 and 1:
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CLI (network-adm n@eaf-2) > port-association-create nane
link-AC virtual-wire master-ports 45 slave-ports 1

This configuration connects device-A to device-C over a unidirectional virtual wire link.

To connect device-C to device-B over a unidirectional virtual link, use the following
steps:

1) Configure a port association on Leaf-1 for ports 3 and 46:

CLI  (network-adm n@eaf-1) > port-association-create nane
link-CB virtual-wire naster-ports 3 slave-ports 46

2) Configure a port association on Spine-1 for ports 2 and 4:

CLI (network-adm n@pi ne-1) > port-association-create nane
link-CB virtual-wire naster-ports 2 slave-ports 4

3) Configure a port association on Leaf-2 for ports 46 and 1:

CLI (network-adm n@eaf-1) > port-association-create nane
link-CB virtual-wire master-ports 46 slave-ports 1

This configuration connects over a unidirectional virtual wire link.

To configure a VirtualWire connection between device-B and device-A:

1) Configure a port association on Leaf-1 for ports 3 and 2:

CLI (network-adm n@eaf-1) > port-association-create nane
link-BA virtual-wire master-ports 3 slave-ports 2
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Configuring the Inline Services for VirtualWire™

The Inline Service feature manages service chains for Layer 1 VirtualWire switches. The
term, Inline Services, refers to services attached to a Layer 1 VirtualWire switch such as
Next-Generation Firewall (NGFW), Intrusion Detection System (IDS), Intrusion
Prevention System (IPS), and Distributed Denial of Service attack (DDoS) Prevention.

When an Inline Service fails, a policy determines if traffic is allowed to bypass the Inline
Services or if the traffic is blocked until the Inline Services recovers.

Security services such as NGFW, IDS, IPS, and DDoS are important for any network
deployment. Inline Services provide continuous monitoring of the network for improved
security. Inline security services can fail due to power failure, maintenance or other
reasons. An Inline Service failure has the potential to affect the flow of traffic in the
network, potentially bringing the network down. This requires continues monitoring of
services on network for better security.

To safeguard against such failures, the Inline Service feature provides a way to steer
traffic around the failed Inline Service so traffic is not impacted. During a failure, the
network is not protected by the service provided by the Inline Service.

The Inline Service recover and failure is detected by the port link states, UP and DOWN,
between the Layer 1 VirtualWire switch and the Inline Service.

However a device connected to the switch can fail without the port sending an UP or
Down link state. In such cases, Netvisor One relies on a heartbeat, or a probe in a form of
a pre-defined packet, sent to an attached device.

Morth-1

Virtual Wire Switch

South-5

Services: |PS, DDoS, and NGFW
Chain:1Tto2to3tod4tos

Figure VW-13 - Example of Inline Services
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You configure the order of the Inline Services using the por t - associ ati on-
servi ce-* commands.

If aninline service is configured with the parameter, f ai | - open, Netvisor One sends
traffic and skips any Inline Services failing on the network.

For example, if you configure Inline Services with the chain 1->2->3->4->5 and the Inline
Service 3 fails, the new chainis 1->2->4->5,

If an Inline Service is configured with the parameter, f ai | - cl ose, and any Inline
Service fails, network traffic is blocked.

For example, if you configure the chain 1->2->3->4->5 and any Inline Service such as 2, 3,
or 4 fails, network traffic does not flow through the chain, and network traffic flow stops.

Configuring Heartbeat Service

Netvisor One generates a packet from the CPU to send to the receive port of an Inline
Service and the Netvisor One vFlow configured for snooping is not port-specific, as
Netvisor One accepts the response from either the receive port or the transmit port. You
configure the heartbeat as an additional parameter for a specific Inline Service.

For example, to create a heartbeat detection service named FW-Probe, use the
following syntax:

CLI (network-adm n@bpi nel) > service-heartbeat-create nane
FW probe interval 5s retry 3 vlan-id 10 src-nmac
64:6e:11:1c:11: 11 dst-nmac O01:1b:11:01:01:01 type nornal

payl oad 54 63 82 ff 01 46 12 ce a2 d4 00 00 00 00 00 OO 00 OO

In this example, you define the frequency of the heartbeats as well as the number of
missed probes before Netvisor One detects the service with this heartbeat is down.

To add the Heartbeat Service to Inline Services, FW-1and FW-2, use the following
syntax:

CLI (network-adm n@spinel) > inline-service-create nane FW
tx-port 11 rx-port 11 heartbeat FW probe

CLI (network-adm n@pi nel) > inline-service-create nanme FW
tx-port 9 rx-port 10 heartbeat FW probe

Netvisor One counts the missed heartbeats separately for FW-1and FW-2.
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Configuring the Payload

Specify the payload as a packet including Ethertype of the packet, but excluding the CRC
at the end. For example, an ARP packet uses this format:

Payl oad(i ncluding CRO):

0: ffff ffff ffff 0011 0100 0001 0806 0001
16: 0800 0604 0001 0011 0100 0001 0101 0101
32: 0000 0000 0000 0101 0102 0000 0000 0000
48:'6666'6666'6?@6F0000 0000 0000 2160 cc6b

A heartbeat service, HB_4 for this ARP packet has the following syntax:

CLI (network-adm n@bpi nel) > service-heartbeat-create nane
HB4 _arp interval 1s retry 10 vlan 1 src-mac 00:11:01:00: 00: 01
dst-mac ff:ff:ff.ff:ff.:ff payload "0806 0001 0800 0604 0001
0011 0100 0001 0101 0101 0000 0000 0000 0101 0102 0000 0000
0000 0000 0000 0000 O0000"

When you create the Heartbeat Service, Netvisor ONE installs a specific vFlow in the
vFlow table.

Netvisor ONE verifies the functionality of the Inline Service using two methods: 1) a
normal heartbeat, and 2) a pass-through heartbeat. When you configure the parameter,
type, you specify the type of heartbeat for the service as nor nal , a request-response
heartbeat indicating the service responds to the heartbeat. If you specify pass-

t hr ough as the heartbeat, Netvisor ONE sends the packet and returns it the switch
through the service.

Configuring Inline Services with a Heartbeat Service

To configure the example topology displayed in Figure 1 - Example of Inline Services -
use the following steps:

1) Configure the North-South port association, use the following syntax:

CLI (network-adm n@pi nel) > port-association-create nane
Nort hToSouth master-ports 1 slave-ports 8 virtual-wire no-
bi dir

2) Define and configure the Heartbeat Service parameters:

CLI (network-adm n@spi nel) > service-heartbeat-create nane
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FW probe interval 5s retry 3 vlan-id 10 src-nmac
64: 6e:11:1c:11:11 dst-mac O01:1b:11:01:01:01 type pass-through
payl oad 54 63 82 ff 01 46 12 ce a2 d4 00 00 00 00 00 OO 00 OO

3) Configure the Inline Services chain:

CLI  (network-adm n@bpi nel) > port-association-service-add
port-associ ati on-name NorthToSouth inline-service IPS order 2
policy-action fail-open

CLI  (network-adm n@pi nel) > port-association-service-add
port-associ ati on-nanme NorthToSouth inline-service DDoS order 3
policy-action fail-open

CLI  (network-adm n@pi nel) > port-association-service-add
port-associ ati on-name NorthToSouth inline-service NGAF order 4
policy-action fail-closed

Netvisor ONE uses new commands to configure Heartbeat Services:

CLI (network-adm n@Bpi nel) > service-heartbeat-create

name nane-string Specify a name for the Heartbeat Service.

Specify the interval between heartbeat

interval duration: #d#h#n#s
packets.

Specify the number of times to retry

retr r ry-n r i
etry retry-nunbe sending a packet.

vl an vl an-i d5 Specify a VLAN ID.
src-mac nac- addr ess Specify the source port MAC address.
dst-mac mac- addr ess Specify the destination MAC address.

Specify the type of heartbeat response
as normal or pass-through. A normal
response indicates that the Inline Service

type nornmal | pass-through sends the response. A pass-through
response indicates that Netvisor One
sends the response and returns it to the
Inline Service.

Specify the payload for the heartbeat
packet.

payl oad payl oad-string
CLI  (network-adm n@bpi nel) > service-heartbeat-delete
name name-string Specify a name for the Heartbeat Service.

CLI (network-adm n@pi nel) > service-heartbeat-nodify

name nane-string Specify a name for the Heartbeat Service.
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interval duration: #d#h#n#s

retry retry-nunber

CLlI (network-adm n@pi nel)

name nane-string

i nterval duration: #d#h#n#s

retry retry-nunber

vl an vl an-i d5
src-nmac nmac- addr ess
dst-nac nmac- addr ess

type normal | pass-through

payl oad payl oad-stri ng

n NETWORKS

Specify the interval between heartbeat
packets.

Specify the number of times to retry
sending a packet.

> service-heartbeat -show

Displays the name for the Heartbeat
Service.

Displays the interval between heartbeat
packets.

Displays the number of times to retry
sending a packet.

Displays a VLAN ID.
Displays the source port MAC address.
Displays the destination MAC address.

Displays the type of heartbeat response
as normal or pass-through. A normal
response indicates that the Inline Service
sends the response. A pass-through
response indicates that Netvisor One
sends the response and returns it to the
Inline Service.

Displays the payload for the heartbeat
packet.
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A service chainis configured using port - associ at i on- servi ce-* commands. The
services in the chain are managed using i nl i ne- ser vi ce-* commands.

Inline Services are configured using the following commands:

CLI (networ k-adm n@spi nel)

port-associ ati on-name

string

swtch nane-string

i nline-service
servi ce- nane

order nunber

policy-action
cl osed

i nline-

fail-open|fail-

namne-

CLI  (network-adm n@pi nel)

port-associ ati on- name

string

switch nane-string

i nline-service
servi ce- nane

order nunber

pol i cy-action
cl osed

i nline-

fail-open|fail-

namne-

CLI network-adm n@pi nel) >

port-associ ati on- nanme

string

switch nanme-string

i nline-service
servi ce- name

i nline-

nane-

> port-association-service-add

Specify the name of the port association
to apply the service.

Specify the switch name where the
service is located.

Specify the name of the Inline Service.

Specify a number to designate the order
of the service. This is a value between 1
and 65535

Specify a policy action when the service
fails on the network.

port-associ ation-service-nodify

Specify the name of the port association
to apply the service.

Specify the switch name where the
service is located.

Specify the name of the Inline Service.

Specify a number to designate the order
of the service. This is a value between 1
and 65535

Specify a policy action when the service
fails on the network.

port-associ ati on-servi ce-renove

Specify the name of the port association
to apply the service.

Specify the switch name where the
service is located.

Specify the name of the Inline Service.
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CLlI  (network-adm n@bpi nel)

port-associati on-nanme nane-

string
switch nanme-string

inline-service inline-

servi ce- nane

order nunber

policy-action fail-open|fail-

cl osed
CLlI (network-adm n@pi nel) >

name nane-string

tx-port port-1list

rx-port port-1list

CLI  (network-adm n@pi nel) >
name nane-string
CLlI (network-adm n@bpi nel) >

name nane-string

tx-port port-1list

rx-port port-Ilist

n NETWORKS

> port-association-service-show

Displays the name of the port association
to apply the service.

Displays the switch name where the
service is located.

Displays the name of the Inline Service.

Displays a number to designate the order
of the service. This is a value between 1
and 65535

Displays a policy action when the service
fails on the network.

inline-service-create

Specify a name for the Inline Service.

Specify the transmit port for the Inline
Service.

Specify the receive port for the Inline
Service.

inline-service-del ete

Specify a name for the Inline Service.

i nline-service-show

Specify a name for the Inline Service.

Specify the transmit port for the Inline
Service.

Specify the receive port for the Inline
Service.
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Configuring and Displaying Statistics

You can display standard statistics that consist of flow-based information collected and
tracked continuously by the switch. To modify statistics logging, use the st at s- | 0og-
nodi f y command and disable or enable statistical logging as well as change the
interval, in seconds, between statistical events.

To show connection-level statistics, traffic flows between a pair of hosts for an
application service, including current connections and all connections since the creation
of the fabric, enter the following CLI command at the prompt:

CLI  (network-adm n@eafl) > connection-stats-show

switch: pubdev02
count : 0
nac: 64: Oe: 94: 28: 00: 8e
vl an: 3
i p: 192. 168. 42. 10
port: 25
i conns: 6
oconns: 0
i byt es: 224K
obyt es: 10. 5K
t ot al - byt es: 235K
first-seen: 02-26, 17:19:52
| ast - seen: 02-26, 17:19: 57
| ast - seen-ago: 17d14h6nbs
swi tch: pubdev02
count: 0
mac: 64: 0e: 94: 28: 03: 56
vl an: 3
i p: 192. 168. 42. 30
port: 128
i conns: 0
oconns: 3946878
i bytes: 4. 50M
obyt es: 13.5M
t ot al - byt es: 18. OM
first-seen: 01- 06, 09: 23: 07
| ast - seen: 08: 25: 20
| ast - seen-ago: 42s
curl -u network-adm n:test123 -X GET

http://<sw tch-i p>/vRest/connection-stats

From the information displayed in the output, you can see statistics for each switch,
VLANS, client and server IP addresses, as well as the services on each connection.
Latency and other information is also displayed

The latency (us) column displays the running latency measurement for the TCP
connection in microseconds. It indicates end-to-end Round-Trip-Time (RTT) between
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TCP/IP session client and server and includes the protocol stack processing for the
connected hosts and all intermediary network hops.

To display connection latency, use the connect i on- | at ency- showcommand:

CLI (network-adm n@eafl) > connection-I|atency-show

switch mn nax num conns percent avg-dur obytes ibytes total-bytes
switch-v 0.00ns 20.0us 67.5K 76% 17.12m 32.9K 18.0K 51.0K
switch-v 20.0us 40.0us 2.74K 3% 1. 64h 8.77/M 123M 132M
switch-v 40.0us 60.0us 10.4K 11% 1. 40h 22.0M 403M 425M
swi tch-v 60.0us 80.0us 1.85K 2% 1.10h 8.16M 127M 135M
switch-v 80.0us 100us 901 1% 1.02h  3.39M 53.5M 56.9M
switch-v 100us 120us 1.35K 1% 1.23h 5.49M 126M 132M
switch-v 120us 140us 801 0% 1. 06h 5.67M 39.2M 44.9M
switch-v 140us 160us 545 0% 1.19h 1.88M 29.4M 31.3M
switch-v 160us 180us 1.08K 1% 1. 21h 5.04M 82.8M 87.8M
switch-v 180us 200us 583 0% 56.77m 5.15M 72.7M 77.8M
switch-v 200us 729 0% 48.51m 2.57G 184M 2.75G

curl -u network-adm n:test123 -X GET
http://<switch-ip>/vRest/connection-|atencies
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Adding UNUM Insight Analytics Flow for Network Visibility

UNUM Insight Analytics Flow is an application developed by Pluribus Network that
enables the network administrator to extract the analytical value from the telemetry
data reported by the network switches powered by Pluribus Networks Netvisor®
network operating system.

UNUM connects the switches as part of the Netvisor® fabric to gain visibility into the
network, and extract all the telemetry data made visible by the Pluribus Network
Operating System.

Once datais collected, UNUM Insight Analytics Flow relies upon a modern search engine
database infrastructure to store, aggregate, filter, correlate and visualize vast amounts
of data in real-time as well as with a powerful “time machine” functionality.

As shown in the figure below UNUM Insight Analytics Flow can be deployed in a Virtual
Wire fabric topology, by connecting the UNUM Insight Analytics Flow server(s) to the
fabric management network. Using Netvisor® API, UNUM Insight Analytics Flow
establishes a connection to any Virtual Wire switch in fabric to gain visibility into the
entire fabric network and extract all the device layer telemetry data made visible by the
distributed Pluribus Network Operating System.

Once datais collected, UNUM Insight Analytics Flow relies upon a modern search engine
database infrastructure to store, aggregate, filter, correlate and visualize vast amount of
datainreal time.

Visualization

MultiVendor Topology Visualization Dashboard

Device and
! Fabric
Management

Worklow
Automation

MetvisorONE MultiVendor
Analytics Analytics
Data Sources Data Sources

aFlow, IPRX

Figure VW-14 - UNUM Insight Analytics Flow
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Figure VW-15 - Overview of UNUM Insight Analytics Flow Topology

Note: Adding UNUM Insight Analytics to your network requires a separate license.
Please see the Pluribus UNUM Management Platform documentation.
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Additional Configuration Information

This chapter provides additional configuration information that can be useful when
deploying the VirtualWire™ features on a Pluribus switch. This chapter includes:

e Exporting Configurations Using Secure
Copy Protocol (SCP)

BIOS and BOOT Messages

) _ e Displaying and Managing Boot
e (Changing Switch Setup Parameters
Environment Information

e Autoconfiguration of IPv6 Addresses . )
e Modifying and Upgrading Software
on the Management Interface Support

e (Changes to the End User License
Agreement EULA

e Managing RMAs for Switches

e Managing Netvisor ONE Certificates
e Viewing User Sessions on a Switch

e Archiving Log Files Outside the Switch
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BIOS and Boot Messages

The following are sample BIOS and boot messages that you may encounter during the
processes described in this document.

BIOS (Dell Inc) Boot Selector

S6000-ON (SI') 3.20.0.1 (32-port TE FGQ

POST Configuration

CPU Si gnature 30669

CPU Fam | yl D=6, Model =36, Steppingld=9, Processor=0
M crocode Revision 10b

POST Contr ol =0xea000303, St at us=0xe6009f 00
VBRs:

Platform|D: f09885b04f

PMG_CST_CFG _CTL: 263006

BBL_CR CTL3: 7e00010f

Perf Ctrl & status: 63d, 63d104f 06000648
Perf cnt (curr/fixed): 208c09bc/56cadadO

Gk Flex Max: O

M sc EN: 60840080

Therm St at us: 883c0000 (of f set =0x0)

MO Ctl: O

MO Status: O

BIOCS initializations...

POST:

<sni p>

Version 2.15.1236. Copyright (C) 2012 Anerican Megatrends, Inc.
pl uri busnet wor ks. com 13

Bl OS Date: 07/09/2014 16:30: 33 Ver: 0ACAHO15
Press <DEL> or <F2> to enter setup.

[ I
G\NU GRUB versi on 2. 02~bet a2+ed4alfe391

-------- + | *Net vi sor
- 2.3.1-203018322 | | ONUE | [[ [[ 1L 10 10 F0 FETE 11|

error: can't find comand " hwmatch'.

Use the » and v keys to select which entry is highlighted.
Press enter to boot the selected OGS, "e' to edit the conmands
bef ore booting or “¢' for a conmand-Ii ne.

The highlighted entry will be executed automatically in Os.

|11
Booting " Netvisor - 2.3.1-203018322

[

<sni p>

Wel cone to Pluribus Networks Open Netvisor Linux (ONVL) OS - Version:
2.3.1-203018495

(GNU/ Li nux 3.16.0-34-generic x86_64)
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Changing Switch Setup Parameters

You can modify the following switch parameters by using the swi t ch- set up- nodi fy
command:

e Switch name

e Management IPv4 and IPv6 addresses

e Management IPv4 and IPv6 netmasks

e Management IPv4 and IPv6 address assignments

e In-band IPv4 address

e [n-band netmask

e Gateway IPv4 address

e Gateway IPv6 address

e Primary and secondary IPv4 addresses for DNS services
e Domain name

e NTP server

e End User License Agreement (EULA) acceptance and timestamp
e Password

e Date

e Analytics store (storage type)

e Message of the Day (MOTD)

e Banner

For example if you want to change the date and time on the switch, use the command:

CLI (network-admin@wi tch-1) > switch-setup-nodify date 2019-
08- 05 TO04: 30: 00

To view the changed date (see bold in output), use the show command:

CLI (network-adm n@eafl) > swtch-setup-show

Swi t ch- nane: pl u0O05sw 01

ngnt - i p: 10. 80. 241. 235/ 25

ngnt - i p- assi gnnent : static

mgnt - i p6: 2001: aaaa: : 10: 80: 241: 235/ 112

ngnt - i p6- assi gnnent : static
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i n-band-i p:
i n- band-i p6:

I n- band-i p6-assi gn:

gat eway- i p:

gat eway- i p6:
dns-i p:

dns- secondary-i p:
domai n- nane:

nt p- server:

ti mezone:

dat e:

enabl e- host - ports:
banner :

n NETWORKS

192. 168. 241. 235/ 24

fe80: :640e: 94ff: fe3f:fafc/ 64
aut oconf

10. 80. 241. 129

2001: aaaa: :10:80: 241:ffff
10. 80. 241. 94

10. 80. 241. 98

pl uri busnet wor ks. com

10. 80. 241. 94

Anerical/ Los_Angel es

2019- 08- 05, 04: 30: 00

yes

* S2L CONVERSI ON SETUP ERI CO5 *
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Auto-configuration of IPv6 Addresses on the Management
Interface Support

IPv6 Stateless Address Auto-Configuration (SLAAC)

Like IPv4 addresses, you can configure hosts in a number of different ways for IPv6
addresses. Dynamic Host Configuration Protocol (DHCP) assigns IPv4 addresses
dynamically and static addresses assign fixed |IP addresses. DHCP provides a method of
dynamically assigning addresses, and provides a way to assign the host devices other
service information like DNS servers, domain names, and a number of different custom
information.

SLAAC allows you to address a host based on a network prefix advertised from a local
network router using Router Advertisements (RA). RA messages are sent by default by
IPv6 router.

These messages are sent out periodically by the router and include following details:

e One or more IPv6 prefixes (Link-local scope)
e Prefix lifetime information
e Flag information

e Default device information (Default router to use and its lifetime)

Netvisor ONE enables SLAAC by default on the switch.

When you configure IPv6 address on the management interface during setup, the
parameter, assignment, has two options:

e none — Disables IPv6 addresses.
e autoconf — Configure the interface with SLAAC.
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Changes to the End User License Agreement (EULA)

Currently, the Netvisor One EULA is displayed when the switch is setup.

Netvisor OS Command Line Interface 5.1.0

By ANSVERI NG "YES' TO TH S PROVPT YOU ACKNOALEDGE THAT YQU
HAVE READ THE TERMS OF THE PLURI BUS NETWORKS END USER LI CENSE
AGREEMENT (EULA) AND AGREE TO THEM [YES | NO | EULA]?: vyes

If you enter the EULA option, the output displays the complete EULA text. After this
action, it is not possible to confirm EULA acceptance again. In some cases, an integrator
may have accepted the EULA on behalf of the actual end user.

A new command is now available to display the EULA acceptance with a timestamp of
the event:

CLlI (network-adm n@n-sw01) > eul a-show

End User License Agreenent

Pluri bus Networks, Inc.'s ("Pluribus", "we", or "us") software
products are designed to provide fabric networking and

anal ytics solutions that sinplify operations, reduce operating
expenses, and introduce applications online nore rapidly.

Bef ore you downl oad and/or use any

of our software, whether alone or as |oaded on a piece of
equi pnent, you will need to agree to the ternms of this End
User License Agreenent (this "Agreenent").

PN EULA v. 2.1
eul a-show. No fabric

eul a-show. Fabric required. Please use fabric-create/join/show
CLI (network-adm n@n-sw 01) >
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Managing Netvisor ONE Certificates

Pluribus Networks includes the Netvisor ONE certificates along with the switches during
shipment and you can access the certificates from /var/nvos/certs directory. These
certificates are necessary for communication between switches in a fabric and hinders
the transactions between fabric members if the certificate expires. You can view the
validity (dates valid from and dates valid until) for Netvisor ONE certificate using the

swi t ch-i nf o- showcommand.

When you configure the alarm, the certificate is checked every 24 hours and an alarmiis
issued if the number of days of expiry is equal to or less than 30 days . The certificate
expiry alert is enabled by default for 30 days, but can configured between 7 days through
180 days on Netvisor ONE. You can disable this feature using the cert - expi rati on-
alert-nmodi fy no-netvisor command.

You can view the certificate expiration alert or alarm configuration by using the cert -
expi ration-al ert-showcommandand can schedule an alert notification before
the certificate expires. You can view the alarm or alert notificationinthe event. | og
file and also by running thel og- al ert - show comand. Youcanalso configure a
new SNMP t r ap for certificate expiry on the SNMP services.

Alarmis an eventin the event log,an alertinl og- al er t - showcommand and a new
SNMP trap if the trap server is configured. Frequency of alarm will be every 24 hours
until the certificate has expired.

To configure the certificate expiry alert, use the command:

CLI  (network-admi n@w tch0l1) > cert-expiration-alert-nodify

Specify one or more of the following
options:

Specify whether to enable or disable
net vi sor| no- net vi sor Netvisor ONE certificate expiration
alerts.

Modify the number of days before
expiration to send alerts (Default 30
days). The value ranges from 7 through
180 days.

days-before-expiration 7..180

To view the alert configuration for the certificate expiry, use the command:
CLI  (network-adm n@w tch0l) > cert-expiration-alert-show

swi tch: switchOl
days- bef ore-expiration(d): 30
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To enable or disable the SNMP trap for certificate expiry alert, use the command:
CLI (network-adm n@w tch0l) > snnp-trap-enable-nodify cert-

expi ry| no-cert-expiry
where,

Specify whether to monitor certificate

cert-expiry|no-cert-expiry expiry or not

To view the alert configuration details older than an hour, use the command:

CLI (network-adm n@w tch0Ol) > |og-alert-show older-than 1h

tine sw tch code nane count | ast - mressage

00:17:05 switchOl 31008 snf_nvOSd_stop 1 SMF Servi ce stopping nvOSd
00:17:08 switch0l 11008 nvOSd_start 1 version 5.1.5010014665

00:35:49 switchOl 31016 certificate_expiry 1 switch cert expiring in 19 days

The sw tch-i nfo-showcommand displays the validity (dates valid from and dates
valid until) for Netvisor ONE certificate. For example,

CLI (network-adm n@ru03-sw 1*) > sw tch-info-show

nodel : NRUO3

chassi s-serial: 1937ST9100075

cpul-type: Intel (R Xeon(R) CPU D- 1557 @
1. 50GHz

cpu2-type: Intel (R Xeon(R) CPU D 1557 @
1. 50GHz

cpu3-type: Intel (R Xeon(R) CPU D- 1557 @
1. 50GHz

cpu4-type: Intel (R Xeon(R) CPU D 1557 @
1. 50GHz

system nem 30. 6G

sw t ch- devi ce:
fanl- st at us:
f an2- st at us:
f an3- st at us:
f an4- st at us:
f an5- st at us:
f an6- st at us:
fan7- st at us:
f an8- st at us:
f an9- st at us:
fanl0- st at us:
fanll- st at us:
fanl2- st at us:

RRAIRAIIRIRARIRRR
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psl- st at us: oK

ps2- st at us: K

di sk- nodel : M cron_1300_ MIFDDAV256TDL

di sk-firmare: MbMJO0O

di sk-si ze: 238G

di sk-type: Solid State Disk, TRI M Supported
bi os-vendor: Anmeri can Megatrends Inc.

bi os-ver si on: 1. 00.00

netvisor-cert-valid-from Sep 13 07:00:00 2019 GMVI
netvisor-cert-valid-till: Sep 14 06:59:59 2039 GVI
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Viewing User Sessions on a Switch

Netvisor ONE enables you to view the user sessions on a specified switch and displays all
currently logged-in users along with the IP address of the user and login time when you
run the command, ngnt - sessi on- show. This information is useful for
troubleshooting purposes or while dealing on issues with Pluribus Customer Support
teams.

CLI (network-adm n@eafl) > ngnt-session-show

Specify any of the following:
user user-string Displays the user name.

cli-user cli-user-string Displays the name used to log into the

switch.
pid pid-nunber Displays the process ID.
termnal termnal-string Displays the terminal ID
fromip ip-address Displays the IP address of the user.
login-time date/tine: yyyy- Displays the time and date that the user
mm ddTHH: mm ss logged into the switch.

remot e- node renot e- node- Displays the name of the remote node.

string
vnet vnet-string Displays the vNET assigned to the user.
type cli|api]|shell Displays the type of login session.

For example,

CLI (network-adm n@eafl) > ngnt-session-show

user cli-user pid termnal fromip login-tine type

admin network-admin 13805 pts/3 10.60.1.216 11:20:52 cli

r oot net wor k- admi n 8589 pts/2 10. 14.20. 109 11-15,17:16:17 cli
net wor k- admi n 08:24:10 cli

r oot 19139 pts/1 10.14.22.54 11-15,11:01: 08 shell

In this example, ther oot user represents the user who has all access by default, while
the admin user has only customized access privileges.
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Archiving Netvisor ONE Log Files Outside the Switch

Netvisor ONE enables you to archive the nvOSd log files to an external file server
periodically and these log files may be helpful for troubleshooting purposes. As a
network administrator, you can configure the following parameters to enable archiving
of the log files:

Server IP address and hostname
Username and password

Log archival interval (minimum interval is 30 minutes and the default value is 24
hours)

On configuring this feature, the log archival configuration parameters are saved in the
log_archival_config.xml file with an encrypted password string. A binary file deciphers
the configuration parameters and also the files that are to be archived. Netvisor ONE
sends an empty time-stamped directory to the configured remote server path and
subsequently, all the log files

are archived to the newly created remote directory. The new directory in the remote
server is created in the nvOS_archive.yyyymmdd_hh.mm.ss format.

Netvisor ONE uses the Secure Copy Protocol (SCP) to archive the log files from the
switch to the remote external server at specific intervals. Using the enabl e or

di sabl e parameter in the CLI command, you can start or stop archiving of the log files.
You can archive regular log files, a set pattern of log files, or a whole directory from one
of the following paths only. If you add files from other paths than the directories
specified here, Netvisor ONE displays an error.

e /var/nvOS/log/*
e /nvOS/log/*
e /var/log/*

Use the below CLI commands to configure the log archival parameters and schedule the
archival interval.

To modify the archival schedule parameters for the log files, use the command,

CLI (network-admi n@wi tch-1) > 1og-archival-schedul e-nodify

Specify to enable or disable the log

enabl e| di sabl e archival schedule.

Specify one or many of the follow ng options:

archi ve-server - user nane Specify the SCP username of log archival
<string> server.

Specify the IP address or hostname of

archi ve-server <string> .
the log archival server.
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Specify the SCP server path to archive

. ) _ < i >
archive-server-path <string the log files in.

Specify the log archival interval in
archi ve-interval minutes. The range varies from 30
<30..4294967295> minutes to 4294967295 minutes with a

default value of 1440 minutes (one day).

ar chi ve-server - password

<string> Enter the SCP server password.

For example, if you had modified the log-archival-schedule by specifying the archive-
server-username as pn- user, archive-server as pn-server,and ar chi ve-
server - pat has/ hone/ pn-server/wor kspace/ | og_archi val _tests, use
the command,

CLI  (network-admi n@w tch-1) > 1|o0g-archival-schedul e-nodify
archi ve-server-usernane pn-user archive-server pn-server
archi ve-server-path /hone/pn-

server/wor kspace/l og_archival tests

To display the modified configuration, use the command,

CLI  (network-adm n@w tch-1) > | og-archival -schedul e-show

sw t ch: switch-1
ar chi ve-server - user nane: pn-user
archi ve-server: pn-server
ar chi ve-server - pat h: / hone/ pn-
server/wor kspace/l og_archival tests
enabl e: no
archive-interval (m: 1440

To add the log files to the archival list, use the command,

CLI  (network-adm n@w tch-1) > |og-archival-schedul e-files-add
log-file log-file-string

Specify a comma-separated list of log

log-file log-file-string file names to add to the archive list.

For example, to add the nvOSd. | og oraudi t. | og or all log files or a whole directory,
use the following commands:

CLI  (network-adm n@w tch-1) > |og-archival-schedul e-files-add
log-file /[var/nvOS/ | og/ nvOSd. | og

CLI (network-adm n@wi tch-1) > 1o0g-archival-schedule-files-add
log-file /var/nvOS/1og/*.log

CLI (network-adm n@wi tch-1) > 1o0g-archival-schedul e-files-add
log-file /var/log
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CLI  (network-adm n@w tch-1) > |og-archival-schedul e-files-add
log-file /nvOS/log/audit.log

To view the list of log files that you had scheduled to be archived, use the command,

CLI  (network-adm n@w tch-1) > 1og-archival-schedul e-files-
show

/[var/ nvOS/ | og/ nvOsd. | og
/var/ nvOS/ | og/ *. | og
/var/| og

/ nvOS/ | og/ audi t. | og

If you try to add an unsupported file or directory, an error message is displayed. For
example,

CLI  (network-adm n@w tch-1) > |og-archival-schedul e-files-add
l og-file /[var/nvQOS

/var/nvQ0S, not from valid |ogs supported
To remove the log files or a list of log files from the archival list, use the command,
CLI  (network-admi n@wi tch-1) > |og-archival-schedul e-files-

renmove log-file log-file-string

Guidelines and Tips

e When the | 0g-archival - schedul e isenabledandifall files are removed from
the archival list, the log-archival-schedule gets disabled.

e |fthe systemd timer expires before the previous log-archival process is finished,
then the systemd waits for the process to complete before starting the new process.


https://www.pluribusnetworks.com

n NETWORKS

Exporting Configurations Using Secure Copy Protocol (SCP)

Netvisor ONE supports export of switch configuration to a configuration bundle. This
functionality allows the network administrator to create configuration backups that can
be used in cases when the administrator needs to restore the switch configuration to a
previous revision of the configuration.

The switch config export functionality in Netvisor ONE can export the configuration
bundle to a local disk on the switch or can upload the configuration bundle to an external
server using Secure Copy Protocol(SCP). To upload the configuration bundle to an
external server using SCP, the upload server should support SCP protocol.

To export a switch configuration, use the command:

CLI (network-adm n@eafl) > swtch-config-export

Specify any of the following options:

export-file switch-config File name for exported configuration
export-file bundle.

upl oad- server upl oad-server - DNS Name or IP address of upload server
string and path to store configuration bundle on

the upload server.Uploads the config file
to server via SCP

For example,

CLI (network-adm n@w tch-crater) > swtch-config-export
export-file crater-backup-04142011 upl oad-server root@erver-
test-67:/var/tnp/

server password:

Upl oaded configuration to server at /var/tnp/

CLI  (network-adm n@w tch-crater) >

server password:

Upl oaded configuration to server at /root

CLI (network-adm n@w tch-crater) >

During the software upgrade process, Netvisor ONE exports the switch configuration
and makes it available at a /export directory that is accessible when the admin connects
to the switch using SFTP client. Netvisor ONE stores a maximum of three configuration
archives on the switch. All older configurations are deleted.

Similar to Netvisor configuration export functionality, during software upgrade Netvisor
can optionally upload the configuration bundle to an external upload server using SCP
protocol to create a configuration back up. Similar to switch-config-export command,
admin can use upl oad- ser ver parameter of software-upgrade command to specify
details of upload server to upload configurations to the external server.

CLI (network-adm n@w tch-crater) > software-upgrade package
nv0S- 6. 1. 0- 6010018109- onvl . pkg upl oad-server root @erver-test-
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67:/var/tnpl/

server password:

Schedul ed background update.

* software-upgrade-status-show to check the progress

* sof t war e- upgr ade-i nstant-status-show to check the instant
upgrade status

Switch wll reboot itself.DO NOT reboot manually.

CLI  (network-adm n@w tch-crater) >

On upload server, configuration bundle is saved as below(upgr ade- <host nane>-
<bename>-<sw version>-<tinmestanp>.tar.gz):

root @erver-test-67:/var/tnmp# |Is -1 | grep crater
-rwr--r-- 1 root r oot 16219 Apr 14 14:19
upgrade-switch-crater-crater-rfc-6.1.0-6010018118. 2021- 04-
14T14.19.59.tar. gz

root @erver-test-67:/var/tnp#
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Displaying and Managing Boot Environment (BE) Information

Netvisor ONE provides two boot environments (BEs): the current boot environment, and
the previous boot environment. Having the two BEs allows you to rollback or rollforward
the software versions or configurations.

To display boot environment information, us