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End-User License Agreement (“EULA”) Pluribus
Networks, Inc.

IMPORTANT: PLEASE READ THIS END USER LICENSE AGREEMENT CAREFULLY.IT IS
VERY IMPORTANT THAT YOU CONFIRM THAT YOU ARE PURCHASING PLURIBUS
SOFTWARE OR EQUIPMENT FROM AN APPROVED SOURCE AND THAT YOU, OR THE
ENTITY YOU REPRESENT (COLLECTIVELY, THE “CUSTOMER”) HAVE BEEN
REGISTERED AS THE END USER FOR THE PURPOSES OF THIS PLURIBUS END USER
LICENSE AGREEMENT. IF YOU ARENOT REGISTERED AS THE END USER YOU HAVE
NO LICENSE TO USE THE SOFTWARE AND THE LIMITED WARRANTY IN THIS END
USER LICENSE AGREEMENT DOES NOT APPLY TOYOU.

1. Introduction

1.1.

1.2.
1.3.

1.4.

1.5.

Your use of the Pluribus Networks software (“SOFTWARE”) and related
documentation (“DOCUMENTATION") is subject to this legal agreement
between you and PLURIBUS. “PLURIBUS” means Pluribus Networks, Inc.,
whose principal place of business is at 6001 America Center Drive, Suite
450, San Jose, CA 95002. This document explains how the agreement is
made up, and sets out the terms of the agreement.

SOFTWARE means software provided to you by PLURIBUS.
DOCUMENTATION means written information (whether contained in user or
technical manuals, training materials, specifications or other such materials
provided to you by PLURIBUS) related to the SOFTWARE.

Unless otherwise agreed to in writing with PLURIBUS, your agreement with
PLURIBUS at it relates to the SOFTWARE and DOCUMENTATION will always
include, at a minimum, the terms and conditions set out in this EULA.

This agreement forms a legally binding agreement between you and
PLURIBUS in relation to your use of the SOFTWARE and DOCUMENTATION. It
is important that you take the time to read this EULA carefully. Collectively,
this legal agreement is referred to below as the“EULA.”

2. Accepting this EULA

2.1

2.2.

2.3.

2.4.

2.5.

In order to use the SOFTWARE and DOCUMENTATION, you must first agree
to this EULA. You may not use the SOFTWARE and DOCUMENTATION if you
do not accept this EULA.

You can accept this EULA by: (A) clicking to accept or agree to this EULA,
where this option is made available to you by PLURIBUS; or (B) by actually
downloading, installing or using the SOFTWARE, in which case, you
understand and agree that PLURIBUS will treat your use of the SOFTWARE
as acceptance of this EULA from that pointonward.

If you are accepting this EULA on behalf of another legal entity, you
represent that you have the authority to bind such legal entity.

You may not use the SOFTWARE and DOCUMENTATION and may not accept
this EULA if (A) you are not of legal age to form a binding contract with
PLURIBUS, or (B) you are a person barred from receiving the SOFTWARE
under the laws of the United States or other countries including the country
in which you are resident or from which you use the SOFTWARE.

PLURIBUS is willing to license this software to you only upon the condition
that you purchased the software from an Approved Source and that you
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accept all of the terms contained in this EULA plus any additional limitations
on the license set forth in a supplemental license agreement if any
accompanying the product or available at the time of your order (collectively
the “agreement”). To the extent of any conflict between the terms of this
EULA and any supplemental license agreement, the supplemental license
agreement shallapply.

You may access a copy of this EULA at: www.pluribusnetworks.com/EULA

3. Provision of the SOFTWARE AND DOCUMENTATION by PLURIBUS

3.1.

3.2.

3.3.

You acknowledge and agree that the form and nature of the SOFTWARE
which PLURIBUS provides may change from time to time without prior notice
toyou.

You acknowledge and agree that PLURIBUS assumes no responsibility for
any inaccuracies in the DOCUMENTATION and that PLURIBUS reserves the
right to change, modify, or otherwise revise the DOCUMENTATION without
notice.

As part of this continuing innovation, you acknowledge and agree
that PLURIBUS may stop (permanently or temporarily) providing the
SOFTWARE (or any features within the SOFTWARE) to you or to customers
generally, at PLURIBUS’ sole discretion, with 30 (thirty) days prior notice to
you.

4. Use of the SOFTWARE by you:

4.1.
4.2.

4.3.

4.4.

4.5.

4.6.

You agree to use the SOFTWARE in accordance with this EULA.

You agree not to access (or attempt to access) the SOFTWARE by any means
other than through the command line interface that is provided by
PLURIBUS, unless you have been specifically allowed to do so in a separate
agreement with PLURIBUS.

By downloading, installing, or using the software, you are representing
that you purchased the software from an Approved Source and binding
yourself to the agreement. If you do not agree to all of the terms of the
agreement, then PLURIBUS is unwilling to license the software to you and (a)
you may not download, install or use the software, and (b) you may return the
software (including any unopened CD package and any written materials) for
a full refund, or, if the software and written materials are supplied as part of
another product, you may return the entire product for a full refund. Your
right to return and refund expires 30 days after receipt of such product from
an approved source, and applies only if you are the original and registered
end user purchaser. For the purposes of this EULA, an “Approved Source”
means (a) PLURIBUS; or (b) a distributor or systems integrator authorized by
PLURIBUS to distribute/ sell PLURIBUS equipment, software and services
within your territory to end users; or (c) a reseller authorized by any such
distributor or systems integrator in accordance with the terms of the
distributor's agreement with PLURIBUS to distribute/sell the PLURIBUS
equipment, software and services within your territory to end users.

You agree that you will not engage in any activity that interferes with or
disrupts the operation of the SOFTWARE.

Unless you have been specifically permitted to do so in a separate
agreement with PLURIBUS, you agree that you will not reproduce, duplicate,
copy, sell, trade or resell the SOFTWARE (or any portion thereof) for any
purpose.

PLURIBUS may from time to time send updates over the Internet to you in
order to update the SOFTWARE. You acknowledge and agree that PLURIBUS
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may make available new version of SOFTWARE without notice to you and
that prior version of the SOFTWARE may be temporarily unavailable while
PLURIBUS is updating the SOFTWARE. Pursuant to section 11 of this EULA,
PLURIBUS is not liable for any disruptions in your use of the SOFTWARE,
including while PLURIBUS is updating the SOFTWARE.

5. Privacy and your Usage Information

5.1.

5.2.

5.3.

5.4.

5.5.

Should you enable sending product updates to the PluribusCloud,
PLURIBUS may collect information (“USAGE INFORMATION”) related to how
you are using the SOFTWARE in accordance with your Pluribus Networks
Purchase Agreement (“PURCHASE AGREEMENT”). The USAGE
INFORMATION is collected and maintained in accordance with the PLURIBUS
PRIVACY POLICY, as updated, located at: www.pluribusnetworks.com/privacy
You agree to allow PLURIBUS to collect USAGE INFORMATION and give
PLURIBUS a perpetual, irrevocable, worldwide, royalty-free, and non-
exclusive license to use (including, but not limited to, the rights to reproduce,
adapt, and modify) the USAGE INFORMATION internally.

You give PLURIBUS a perpetual, irrevocable, worldwide, royalty-free, and
non-exclusive license to: (a) generate aggregated, non-personal information,
where aggregated, non-personal information is USAGE INFORMATION that

is collected into groups so that it no longer reflects or references an
individually identifiable person or legal entity, and (b), to the extent
necessary, reproduce, adapt, modify, translate, publish, publicly perform,
publicly display and distribute any generated aggregated, non-personal
information.

You confirm and warrant to PLURIBUS that you have all the rights, power
and authority necessary to grant PLURIBUS permission to collect USAGE
INFORMATION and to use the USAGE INFORMATION in the manner specified
in this sectionb5.

PLURIBUS agrees not to disclose the USAGE INFORMATION to any third
party except in accordance with Section 5.3 or the PLURIBUS PRIVACY
POLICY. In the event of a conflict between this EULA and the PLURIBUS
PRIVACY POLICY, the PLURIBUS PRIVACY POLICY shall govern.

6. Proprietary Rights

6.1.

6.2.

6.3.

6.4.

You acknowledge and agree that PLURIBUS owns all legal right, title and
interest in and to the SOFTWARE and DOCUMENTATION, including any
intellectual property rights which subsist in the SOFTWARE and
DOCUMENTATION (whether those rights happen to be registered or not, and
wherever in the world those rights may exist). You further acknowledge
that the SOFTWARE and DOCUMENTATION may contain information which
is desighated confidential by PLURIBUS and that you shall not disclose such
information without PLURIBUS’ prior writtenconsent.

You may use PLURIBUS’ trademarks provided that such use is strictly
limited and in accordance with the trademark guidelineslocated at
www.pluribusnetworks.com/legal as adjusted from time to time.

Unless you have agreed otherwise to in writing with PLURIBUS, nothing in this
EULA gives you aright to use any of PLURIBUS’ domain names and other
distinctive brand features (separate and apart from PLURIBUS’ trademarks).

If you have been given an explicit right to use any of PLURIBUS’ domain
names and other distinctive brand features in a separate written agreement
with PLURIBUS, then you agree that your use of such features shall be in
compliance with that agreement, and any applicable provisions of this EULA.
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You agree that you shall not remove, obscure, or alter any proprietary rights or
notices (including copyright and trademark notices) which may be affixed to or
contained within the SOFTWARE and DOCUMENTATION.

7. License from PLURIBUS

7.1.

7.2.

7.3.

7.4.

7.5.

PLURIBUS gives you a personal, worldwide, non-assignable, non-
transferable, and non-exclusive license to use the SOFTWARE and
DOCUMENTATION provided to you by PLURIBUS. Conditioned upon
compliance with the terms and conditions of the Agreement, PLURIBUS
grants to you a nonexclusive and nontransferable license to use for your
internal business purposes the Software and the DOCUMENTATION for
which you have paid the required license fees to an Approved Source.
“DOCUMENTATION” means written information (whether contained in user
or technical manuals, training materials, specifications or otherwise)
pertaining to the SOFTWARE and made available by an Approved Source with
the SOFTWARE in any manner (including on CD-Rom, or on-line). In order to
use the SOFTWARE, you may be required to input a registration number or
product authorization key and register your copy of the SOFTWARE online at
PLURIBUS ' website to obtain the necessary license key or license file.
Your license to use the SOFTWARE shall be limited to, and you shall not use
the SOFTWARE in excess of, a single hardware chassis or card or such other
limitations as are set forth in the applicable Supplemental License
Agreement or in the applicable Purchase Agreement or purchase order
which has been accepted by an Approved Source and for which you have paid
to an Approved Source the required license fee (the “Purchase Order”).
Unless otherwise expressly provided in the DOCUMENTATION or any
applicable Supplemental License Agreement, you shall use the SOFTWARE
solely as embedded in, for execution on, or (where the applicable
DOCUMENTATION permits installation on non-Pluribus equipment) for
communication with PLURIBUS equipment owned or leased by you from an
Approved Source and used for your internal business purposes. No other
licenses are granted by implication, estoppel or otherwise.
You may not (and you may not permit anyone else to) copy, modify, create a
derivative work of any DOCUMENTATION, unless this is expressly permitted
or required by law, or unless you have been specifically told that you may do
so by PLURIBUS, in writing.
This is a license, not a transfer of title, to the Software and
DOCUMENTATION, and PLURIBUS retains ownership of all copies of the
SOFTWARE and DOCUMENTATION. Customer acknowledges that the
SOFTWARE and DOCUMENTATION contain trade secrets of PLURIBUS or
its suppliers or licensors, including but not limited to the specific internal
design and structure of individual programs and associated interface
information. Except as otherwise expressly provided under this EULA, you
shall have no right, and you specifically agree not to:
i) transfer, assign or sublicense its license rights to any other

person or entity (other than in compliance with any PLURIBUS

relicensing/transfer policy then in force), or use the SOFTWARE

on PLURIBUS equipment not purchased by you from an

Approved Source or on secondhand PLURIBUS equipment, and

you acknowledge that any attempted transfer, assignment,

sublicense or use shall be void,;

i) make error corrections to or otherwise modify or adapt the
SOFTWARE or create derivative works based upon the


https://www.pluribusnetworks.com

n NETWORKS

SOFTWARE, or permit third parties to do the same;

iy reverse engineer or decompile, decrypt, disassemble or
otherwise reduce the SOFTWARE to human-readable form,
except to the extent otherwise expressly permitted under
applicable law notwithstanding this restriction or except to the
extent that PLURIBUS is legally required to permit such specific
activity pursuant to any applicable open source license;

iv) publish any results of benchmark tests run on the SOFTWARE;

v) use or permit the SOFTWARE to be used on a service bureau or
time sharing basis as relates to direct shared use of such
SOFTWARE (and not to applications or services running upon or
utilizing such SOFTWARE), without the express written
authorization of PLURIBUS;or

vi) disclose, provide, or otherwise make available trade secrets
contained within the SOFTWARE and DOCUMENTATION in any
form to any third party without the prior written consent of
PLURIBUS. You shall implement reasonable security measures to
protect such tradesecrets

7.6. To the extent required by applicable law, and at your written request,
PLURIBUS shall provide you with the interface information needed to
achieve interoperability between the SOFTWARE and another independently
created program, on payment of PLURIBUS’ applicable fee, if any. You shall
observe strict obligations of confidentiality with respect to such information
and shall use such information in compliance with any applicable terms and
conditions upon which PLURIBUS makes such information available.

8. Ending your relationship with PLURIBUS
8.1. This EULA will continue to apply and will not come to an end until terminated
by either you or PLURIBUS as set out below.

8.2. PLURIBUS shall terminate its legal agreement with you if: (a) you have
breached any provision of this EULA (or have acted in manner which clearly
shows that you do not intend to, or are unable to comply with the provisions
of this EULA), automatically and without requiring any further action by
PLURIBUS; or (b) PLURIBUS is required to do so by law (for example, where
the provision of the SOFTWARE or DOCUMENTATION to you is, or becomes,
unlawful).

8.3. When this EULA comes to an end, all of the legal rights, obligations and
liabilities that you and PLURIBUS have benefited from, been subject to
(or which have accrued over time whilst this EULA has been in force) or
which are expressed to continue perpetually, shall be unaffected by this
cessation. Upon termination, you shall destroy all copies of SOFTWARE and
DOCUMENTATION in your possession or control.

9. WARRANTY

9.1. Except as specifically warranted in the PURCHASE AGREEMENT, PLURIBUS

disclaims all warranties as set forth in Section 10 of this agreement. Subject
to the limitations and conditions set forth herein, PLURIBUS warrants that

commencing from the date of shipment to you (but in case of resale by an
Approved Source other than PLURIBUS, commencing not more than ninety
(90) days after original shipment by PLURIBUS), and continuing for a
period of the longer of (a) ninety (90) days or (b) the warranty period (if any)
expressly set forth as applicable specifically to SOFTWARE in the warranty
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card accompanying the product of which the SOFTWARE is a part (the
“Product”) (if any): (a) the media on which the SOFTWARE is furnished will be
free of defects in materials and workmanship under normal use; and (b) the
SOFTWARE substantially conforms to the DOCUMENTATION.

9.2. The date of shipment of a Product by PLURIBUS is set forth on the packaging
material in which the Product is shipped. Except for the foregoing, the
SOFTWARE is provided “AS IS”. This limited warranty extends only to the
SOFTWARE purchased from an Approved Source by a user who is the first
registered end user. Your sole and exclusive remedy and the entire liability of
PLURIBUS and its suppliers under this limited warranty will be (i) replacement
of defective media and/or (ii) at PLURIBUS ' option, repair, replacement, or
refund of the purchase price of the SOFTWARE, in both cases subject to
the condition that any error or defect constituting a breach of this limited
warranty is reported to the Approved Source supplying the Software to you,
within the warranty period. PLURIBUS or the Approved Source supplying the
SOFTWARE to you may, at its option, require return of the SOFTWARE and/or
DOCUMENTATION as a condition to theremedy.

9.3.In no event does PLURIBUS warrant that the SOFTWARE is error free or that
you will be able to operate the SOFTWARE without problems or
interruptions. In addition, due to the continual development of new
techniques for intruding upon and attacking networks, PLURIBUS does not
warrant that the SOFTWARE or any equipment, system or network on which
the SOFTWARE is used will be free of vulnerability to intrusion or attack.

9.4. This warranty does NOT apply if the SOFTWARE, Product or any other
equipment upon which the SOFTWARE is authorized to be used (a) has been
altered, except by PLURIBUS or its authorized representative, (b) has not
been installed, operated, repaired, or maintained in accordance with
instructions supplied by PLURIBUS, (c) has been subjected to abnormal
physical or electrical stress, abnormal environmental conditions, misuse,
negligence, or accident; or (d) is licensed for beta, evaluation, testing or
demonstration purposes. The SOFTWARE warranty also does not apply to (e)
any temporary SOFTWARE modules; (f) any SOFTWARE not posted on the
software update or support site on Pluribus’ web page: (g) any SOFTWARE
that PLURIBUS expressly provides on an “AS IS” basis on PLURIBUS software
update or support site on Pluribus’ web page: (h) any SOFTWARE for which
PLURIBUS or an Approved Source does not receive a license fee; and (i)
SOFTWARE supplied by any third party which is not an Approved Source.

10. EXCLUSION OF WARRANTIES

10.1.NOTHING IN EULA, INCLUDING SECTIONS 10 AND 11, SHALL EXCLUDE OR
LIMIT PLURIBUS' WARRANTY OR LIABILITY FOR LOSSES WHICH MAY NOT
BE LAWFULLY EXCLUDED OR LIMITED BY APPLICABLE LAW. SOME
JURISDICTIONS DO NOT ALLOW THE EXCLUSION OF CERTAIN WARRANTIES
OR CONDITIONS OR THE LIMITATION OR EXCLUSION OF LIABILITY FOR
LOSS OR DAMAGE CAUSED BY NEGLIGENCE, BREACH OF CONTRACT OR
BREACH OF IMPLIED TERMS, OR INCIDENTAL OR CONSEQUENTIAL
DAMAGES. ACCORDINGLY, ONLY THE LIMITATIONS WHICH ARE LAWFUL IN
YOUR JURISDICTION WILL APPLY TO YOU AND OUR LIABILITY IS LIMITED IN
ALL CASES TO THE MAXIMUM EXTENT PERMITTED BY LAW.

10.2.YOU EXPRESSLY UNDERSTAND AND AGREE THAT YOUR USE OF THE
SOFTWARE AND DOCUMENTATION IS AT YOUR SOLE RISK AND THAT THE
SOFTWARE AND DOCUMENTATION IS PROVIDED “AS IS” AND “AS
AVAILABLE.”
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10.3.IN PARTICULAR, PLURIBUS DOES NOT REPRESENT OR WARRANT TO YOU
THAT:
a) YOUR USE OF THE SOFTWARE AND DOCUMENTATION WILL MEET
YOUR REQUIREMENTS,
b) YOUR USE OF THE SOFTWARE OR ACCESS TO THE
DOCUMENTATION WILL BE UNINTERRUPTED, TIMELY, SECURE OR
FREE FROM ERROR,
c) ANYINFORMATION OBTAINED BY YOU AS A RESULT OF YOUR USE
OF THE SOFTWARE AND DOCUMENTATION WILL BE ACCURATE OR
RELIABLE,AND
d) THATDEFECTSIN THE OPERATION OR FUNCTIONALITY OF ANY
SOFTWARE PROVIDED TO YOU WILL BECORRECTED.
10.4.ANY MATERIAL DOWNLOADED OR OTHERWISE OBTAINED THROUGH THE
USE OF THE SOFTWARE IS DONE AT YOUR OWN DISCRETION AND RISK
AND YOU, AND NOT PLURIBUS, WILL BE RESPONSIBLE FOR ANY DAMAGE
TO YOUR COMPUTER SYSTEM OR OTHER DEVICES OR LOSS OF DATA
THAT RESULTS FROM THE DOWNLOAD OF ANY SUCH MATERIAL.
10.5.NO ADVICE OR INFORMATION, WHETHER ORAL OR WRITTEN, OBTAINED
BY YOU FROM PLURIBUS SHALL CREATE ANY WARRANTY NOT EXPRESSLY
STATED IN THISEULA.
10.6.PLURIBUS FURTHER EXPRESSLY DISCLAIMS ALL WARRANTIES AND
CONDITIONS OF ANY KIND, WHETHER EXPRESS OR IMPLIED, INCLUDING,
BUT NOT LIMITED TO THE IMPLIED WARRANTIES AND CONDITIONS OF
MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE AND NON-
INFRINGEMENT.

11. LIMITATION OF LIABILITY
11.1.SUBJECT TO THE OVERALL PROVISION IN PARAGRAPH 10.1 ABOVE, YOU
EXPRESSLY UNDERSTAND AND AGREE THAT PLURIBUS, SHALL NOT BE

LIABLETO YOUFOR:

a) ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL CONSEQUENTIAL OR
EXEMPLARY DAMAGES WHICH MAY BE INCURRED BY YOU,
HOWEVER CAUSED AND UNDER ANY THEORY OF LIABILITY. THIS
SHALL INCLUDE, BUT NOT BE LIMITED TO, ANY LOSS OF PROFIT
(WHETHER INCURRED DIRECTLY OR INDIRECTLY), ANY LOSS OF
GOODWILL OR BUSINESS REPUTATION, ANY LOSS OF DATA
SUFFERED, COST OF PROCUREMENT OF SUBSTITUTE GOODS OR
SERVICES, OR OTHER INTANGIBLE LOSS;

b) ANY LOSS OR DAMAGE WHICH MAY BE INCURRED BY YOU,
INCLUDING BUT NOT LIMITED TO LOSS OR DAMAGE AS A RESULT OF:

1. ANY CHANGES WHICH PLURIBUS MAY MAKE TO THE
SOFTWARE OR DOCUMENTATION, OR FOR ANY PERMANENT OR
TEMPORARY CESSATION IN THE PROVISION OF THE SOFTWARE
(OR ANY FEATURES WITHIN THE SOFTWARE); OR
2. THEDELETION OF, CORRUPTION OF, OR FAILURE TO STORE,
ANY CONTENT AND OTHER COMMUNICATIONS DATA
MAINTAINED OR TRANSMITTED BY OR THROUGH YOUR USE OF
THE SOFTWARE.
11.2.THE LIMITATIONS ON PLURIBUS'S LIABILITY TO YOU IN PARAGRAPH
111 ABOVE SHALL APPLY WHETHER ORNOT PLURIBUS HAS BEEN ADVISED
OF OR SHOULD HAVE BEEN AWARE OF THE POSSIBILITY OF ANY SUCH

LOSSES ARISING.
11.3.IN NO EVENT SHALL THE AGGREGATE LIABILITY OF PLURIBUS EXCEED
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$5,000. OR EXCEED THE PRICE PAID BY CUSTOMER TO ANY APPROVED
SOURCE FOR THE SOFTWARE THAT GAVE RISE TO THE CLAIM OR IF THE
SOFTWARE IS PART OF ANOTHER PRODUCT, THE PRICE PAID FOR SUCH
OTHER PRODUCT. THIS LIMITATION OF LIABILITY FOR SOFTWARE IS
CUMULATIVE AND NOT PER INCIDENT (I.LE. THE EXISTENCE OF TWO OR
MORE CLAIMS WILL NOT ENLARGE THIS LIMIT).

11.4.You acknowledge and agree that PLURIBUS has set its prices and entered
into this EULA and any Purchase Agreement or Purchase Order with you in
reliance upon the disclaimers of warranty and the limitations of liability set
forth herein, that the same reflect an allocation of risk between the parties
(including the risk that a contract remedy may fail of its essential purpose
and cause consequential loss), and that the same form an essential basis of
the bargain between the parties.

12. The Software may contain or be delivered with one or more components, which
may include third-party components, identified by Pluribus in the Documentation,
readme.txt file, third-party click-accept or elsewhere (e.g. on
www.pluribusnetworks.com) (the “ldentified Component(s)”) as being subject to
different license agreement terms, disclaimers of warranties, limited warranties or
other terms and conditions (collectively, “Additional Terms”) than those set forth
herein. You agree to the applicable Additional Terms for any such Identified
Component(s).

12.1.Notwithstanding other statements in this EULA, third party software
including free, Copyleft and open source software components (collectively
referred to as “Third Party Software”) are distributed in compliance with the
particular licensing terms and conditions attributable to the Third Party
Software. PLURIBUS provides the Third Party Software to You “AS IS”
without any warranties or indemnities of any kind.

12.2.Copyright notices and licensing terms and conditions applicable to the
Third Party Software will be available for review on the Pluribus’ web  site,
and are included on the media on which you received the SOFTWARE within
a “ATTRIBUTIONS” file (e.g., attributions.pdf or attributions.txt) included
within the downloaded files, and/or reproduced within the materials or
DOCUMENTATION accompanying the SOFTWARE.

13. Audit

13.1.PLURIBUS reserves the right to take steps PLURIBUS believes are reasonably
necessary or appropriate to enforce and/or verify compliance with any part of
this EULA. You agree that PLURIBUS has the right, without liability to you, to
disclose any USAGE INFORMATION to law enforcement authorities,
government officials, and/or a third party, as PLURIBUS believes is reasonably
necessary or appropriate to enforce and/or verify compliance with any part of
this EULA (including but not limited to PLURIBUS' right to cooperate with any
legal process relating to your use of the SOFTWARE, and/or a third-party claim
that your use of the SOFTWARE is unlawful and/or infringes such third party
rights).

14. General legalterms
14.1.This EULA constitutes the whole legal agreement between you and
PLURIBUS and governs your use of the SOFTWARE and DOCUMENTATION
and completely replaces any prior agreements between you and PLURIBUS
in relation to the SOFTWARE and DOCUMENTATION (but excluding any
SOFTWARE and DOCUMENTATION which PLURIBUS may provide to you
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under a separate written agreement).

14.2.You agree that PLURIBUS may provide you with notices, including those
regarding changes to this EULA, by email, regular mail, or via the user
interface implemented by the SOFTWARE.

14.3.You agree that if PLURIBUS does not exercise or enforce any legal right or
remedy which is contained in this EULA (or which PLURIBUS has the benefit
of under any applicable law), this will not be taken to be a formal waiver of
PLURIBUS rights and that those rights or remedies will still be available to
PLURIBUS.

14.4.1f any court of law or arbitration panel, having the jurisdiction to decideon
this matter, rules that any provision of this EULA is invalid, then that
provision will be removed from this EULA without affecting the rest of this
EULA. The remaining provisions of this EULA will continue to be valid and
enforceable.

14.5.You and PLURIBUS agree that this EULA, and your relationship with
PLURIBUS under this EULA, shall be governed by the laws of the State of
California without regard to its conflict of laws provisions.

14.6.The SOFTWARE and DOCUMENTATION is deemed to include “commercial
computer software” and “commercial computer software documentation,”
respectively, pursuant to DFAR Section 227.7202 and FAR Section12.212,
as applicable. Any use, modification, reproduction, release, performance,
display or disclosure of the SOFTWARE and DOCUMENTATION by the United
States Government shall be governed solely by this EULA.

14.7.In the event that the Uniform Computer Information Transaction Act, any
version thereof or a substantially similar law (collectively “UCITA”) is enacted
and/or interpreted as to be applicable to the performance of PLURIBUS
under this Agreement, the statute shall not govern any aspect of this
Purchase Agreement, any license granted hereunder, nor any of the rights
and obligations of the parties pursuant to this EULA.

14.8.You agree that the SOFTWARE and DOCUMENTATION will not be
shipped, transferred, or exported into any country or used in any manner
prohibited by the United States Export Administration Act or any other
exports laws, restrictions, or regulations. All rights to use the SOFTWARE
and DOCUMENTATION are granted on condition that such rights are forfeited
if you fail to comply with this EULA.

14.9.ANY CLAIM, DISPUTE, OR CONTROVERSY (WHETHER IN CONTRACT, TORT,
OR OTHERWISE, WHETHER PREEXISTING, PRESENT OR FUTURE, AND
INCLUDING STATUTORY, CONSUMER PROTECTION, COMMON LAW,
INTENTIONAL TORT AND EQUITABLE CLAIMS) BETWEEN YOU AND
PLURIBUS, its agents, employees, principals, successors, assigns, affiliates
(collectively for purposes of this paragraph, “PLURIBUS”) arising from or
relating to this EULA, its interpretation, or the breach, termination or validity
thereof, the relationships which result from this EULA (including, to the full
extent permitted by applicable law, relationships with third parties who are
not signatories to this Agreement) SHALL BE EXCLUSIVELY AND FINALLY
SETTLED BY ARBITRATION. THE ARBITRATION SHALL BE HELD IN SANTA
CLARA, CALIFORNIA AND CONDUCTED IN ACCORDANCE WITH THE
COMMERCIAL ARBITRATION RULES OF THE AMERICAN ARBITRATION
ASSOCIATION. THE ARBITRATION SHALL BE CONDUCTED BEFORE THREE
ARBITRATORS, ONE SELECTED BY EACH OF THE PARTIES, AND THE THIRD
SELECTED BY THE FIRST TWO ARBITRATORS. JUDGMENT UPON THE
AWARD RENDERED MAY BE ENTERED IN ANY COURT HAVING
JURISDICTION, OR APPLICATION MAY BE MADE TO SUCH COURT FOR
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JUDICIAL ACCEPTANCE OF THE AWARD AND IN ORDER OF ENFORCEMENT
AS THE CASE MAY BE.
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Audience

This publication is for experienced network administrators responsible for configuring
and maintaining network switches with some expertise in the following areas:

e Network administration

e Storage administration

e Server administration

e Application delivery administration

e Network security administration
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Conventions

This document uses the following conventions:

Bold font Keywords, user interface elements,
and user-entered text appear in
bold font.

Italic font Document titles, new or emphasized

terms, and variables that you supply
values are in italic font.

[] Elements in square brackets are
optional.

Ixly|z} Required elements are grouped in
curly braces and are separated by
vertical bars.

[x|y|z] Optional parameters are grouped in
brackets and separated by vertical
bars.

String A non-quoted set of characters. Do

not use quotation marks around the
string or the string includes the
quotation marks.

courier font Command Line Interface (CLI)
commands and samples appear in
courier font.

<> Non-printing characters such as
passwords are indicated by angle
brackets.

[ Default responses to system prompts
are in square brackets.

Indicates that you enter the following
text at the command prompt.

Note: Indicates information of special interest.

Indicates a situation that could cause

ion!
Caution! equipment failure or loss of data.
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TIP! Indicates information that can help you
) solve a problem.

Warning: Indicates information that could impact
arning: you or your network.

Time S ] Indicates information that can help you
Ime Saver: save time.
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Documentation Feedback

To provide technical feedback on this document, or to report an error or omission, please
send your comments to: doc-feedback@pluribusnetworks.com

We appreciate your feedback.
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Obtaining Documentation and Submitting a Service Request

For information on obtaining documentation, submitting a service request, and
gathering additional information, please visit www.pluribusnetworks.com.
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Glossary of Pluribus Networks' Netvisor ONE® and
UNUM Terms

To review the Glossary, refer to the online document.
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About the Netvisor ONE CLI

This chapter provides information about Pluribus Networks Netvisor ONE command line
interface (CLI) on a Netvisor ONE switch.

e Entering Commands and Getting Help

e Finding Command Options

e About Alternate Command Format

e Specifying IP Address Netmasks

e Specifying Measurement Units

e Customizing Show Output Formats

e Specifying a Switch or Fabric for Command Scope

e Displaying NIC Information and Statistics

e Displaying Connection Statistics

e Running Commands on a Local Switch

e Changing Switch Setup Parameters

e Configuring 802.1X Authentication During Switch Setup
e Creating Switch Groups

e Configuring System Settings

e About GREP Support with Netvisor ONE OS
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Entering Commands and Getting Help

Commands, options, and arguments are entered at the CLI prompt. Acommand name
must be typed, but included command-completion and help features contribute to the
command entry process.

To display a list of commands you use within a command mode, enter a question mark (?),
or use the tab key, or type help at the command prompt.

You also display keywords and arguments for each command with this context-sensitive
help feature.

Use the complete commands and display keywords and arguments for each command
using the tab key to assist with context-sensitive command help and completion.

Table 1, lists the command that you enter to get help specific to a command, keyword, or
argument.

Table 1-1: Getting Help

Displays a list of commands that begin
with a specific character string. Do not
leave a space between the string and
question mark.

abbrevi ated- conmmand-entry?

abbrevi ated- command-entry .
<t ab> Completes a partial command name.

? Lists all commands.

Lists all keywords for the command.
conmand ? Leave a space between the command
and the question mark.

Lists all arguments for the keyword.
command keyword ? Leave a space between the command
and the question mark.

Where a text string is used, such as name-string, the following characters are allowed as
part of the text string:

e a-7,A-Z,0-9, _(underscore), . (period),, (comma), : (colon), and - (dash).

Note: If you enter an invalid command, using the ? and tab key has no effect and does
not return any changes to the CLI.
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Note: The CLI has an editing ability similar to UNIX and Linux functionality using
emacs keys. For example, *p steps backward through previous commands, “n moves
to the next command in the history, “a moves to the first character in the command
and “e moves to the end of the line, *u erases the current line, and "w erases the
previous word. Also, you can use the up and down arrows on your keyboard to retrieve
the last command entered at the CLI.
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Finding Command Options

The syntax can consist of optional or required keywords.

To display keywords for a command, enter a question mark (?) at the command prompt or
after entering part of a command followed by a space.

Netvisor One CLI displays a list of available keywords along with a brief description of
the keywords.

For example, if you want to see all of the keywords for the command user, enter user ?.

Table 2, displays examples of using the question mark (?) to assist you with entering
commands.

Table 1-2: Finding Command Options

- i i 2
CLI network-adm n@wtch > ¢ Displays a list of commands that begin

with a specific character string. Do not
leave a space between the string and
question mark.

Al'l  comands:
acl -i p-create
acl -i p-delete

Switch> user auth
User: <user> Completes a partial command name.
Password: <password>

? Lists all commands.

Lists all keywords for the command.
conmand ? Leave a space between the command
and the question mark.

Lists all arguments for the option. Leave
command option ? a space between the command and the
question mark.

Note: Other useful options, especially for displaying statistics, include: sor t,
interval ,start-tinme,end-tine,duration,count,showi nterval,and
show-di f f -i nt er val . The commands that display the statistics have show-

di ff-interval asacommand option, while other show commands have show-

i nt er val asacommand option.
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About Alternate Command Format

Netvisor ONE provides with an alternate command format, where the commands start

with a verb instead of a noun. This format omits the hyphen in the command names.

For example,connect i on- st at s- show can also be entered as show

connecti on-stats.

The command formats have the same features and can be used interchangeably.
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Specifying IP Address Netmasks

Some commands call for the specification of an IP address netmask. The Netvisor ONE
supports both Classless Inter-Domain Routing (CIDR) and subnet notations.

For example, to specify the range of IP addresses from 192.168.0.0 t0 192.168.0.255, you
can express as:

e |Paddress:192.168.0.0/24 or
e [P address:192.168.0.0:: 255.255.255.0 (netmask)

Here is a sample of the CIDR to subnet notation mapping:

CIDR Subnet Mask
/124 255.255.255.0
/125 255.255.255.128

/26 255.255.255.192
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Specifying Measurement Units

Many commands include input and output of capacity and throughput. Network values
are always in bits and storage values in bytes.

Scale factors are allowed on input and displayed in output as well as shown in the
following table.

Table 1-3: Scale Numbers

Scale Indicator Meaning (Networking) Meaning (Storage)

Kork Kilobits Kilobytes
Morm Megabits Megabytes
Gorg Gigabits Gigabytes
Tort Terabits Terabytes
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Customizing Show Output Formats

The output generated by the show commands can be customized by using the optional
arguments described in the following table.

Table 1-4: Show Output Formats

Displays only the columns matching the

format <col um_nanel>, list of column header names.
<col umm_namne2>,
<col um_naneX> NOTE: The list of column names is

comma-separated without spaces.

Displays all available column headers.
This output is also called verbose mode.
format all By default, show commands output a
terse set of the most commonly useful
column headers.

Specify if you want to display show
outputin a horizontal or vertical format.
Vertical may be more useful for verbose
| ayout horizontal |verti cal show outputs. For example:
CLI (network-adm n@w tch) >
vl an-show format all |ayout
verti cal

Displays the output of show command
by separating columns by the specified
<separator> character(s).

i . For example, parsable-delim, produces a
parsabl e-del im <separat or> comma-separated output (CSV).
NOTE: If the parsable-delim option is
specified, the column header names
(titles) are suppressed from the output.

Displays the output as pages (pager on)
pager on|off or as a single scroll-able page (pager
of f).

Below are some examples of how the output for the show commands are displayed in
Netvisor ONE CLI.

To display the select columns, enter the command followed by the option f or mat
<col um_nanel>, <colum_nane2>, <col um_naneX> asbelow:

CLI (network-adm n@n-1) switch pn-1 |ldp-show format switch,
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| ocal -port, chassis-id, port-id, port-desc

switch | ocal -port chassis-id port-id port-desc

pn-1 1 0e0000e8 1 spi ne-cluster cluster link

pn-1 2 1100013f 5 trunk fromcluster-1 to spine cluster
pn-1 3 11000141 5 trunk fromcluster-1 to spine cluster
pn-1 4 11000147 5 trunk fromcluster-2 to spine cluster
pn-1 5 11000145 5 trunk fromcluster-2 to spine cluster

To display the output on a local switch that you had logged in (the * indicates the local
switch in the example below). You don't need to specify the switch-name for all the
commands that you run on the local switch.

CLI  (network-adm n@w tch-1) > swtch-1|ocal

CLI  (network-adm n@n-sw01l*) > || dp-show

| ocal - port bezel - port chassis-id port-id port-desc
1 1 0e0000e8 1 spi ne-cluster cluster |ink
2 5 1100013f 5 trunk fromcluster-1 to spine

cluster

trunk fromcluster-1 to spine

3 3 11000141 5
cluster

13 13 0e000063 2 PN Switch Port(2

To display all the switches in a fabric, for example, use the swi t ch <t ab>command:

CLI (network-adm n@n-sw0l) > swtch

pn- swll

pn-sw 04

pn-sw 02

pn- swo2

| eaf _clust_1 pn-sw 01, pn-sw 02

| eaf _clust_2 pn-sw 03, pn-sw 04

even-cl ust er-nodes pn-sw 02, pn-sw 04, pn-sw 06, pn- sw02
odd- cl ust er-nodes pn-sw 01, pn-sw 03, pn-sw 05, pn- sw0l
spi ne_cl ust pn- swOl, pn- sw02

* all switches in the fabric

To display the output in vertical format, for example, use the command:

CLI (network-adm n@n-sw 03) > cluster-show |ayout vertical

swi tch: pn-sw 01
name: pn-sw 0102
Sstate: online

cl ust er - node- 1: pn-sw 01

cl ust er- node- 2: pn-sw 02

tid: 4034

sys- name
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node:

ports:

renot e-ports:
cluster-sync-tinmeout (mnms):

cluster-sync-offline-count:

switch:

name:

st at e:

cl ust er - node- 1:

cl ust er - node- 2:

tid:

node:

ports:

renot e- ports:
cluster-sync-timeout (ns):

cl uster-sync-offline-count:

mast er
1,125, 272
1,125, 272
2000

3
pn-sw 02
pn-sw 0102
online
pn-sw 01
pn-sw 02
4034

sl ave
1,125, 272
1,125, 272
2000

3

N

NETWORKS
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Specifying a Switch or Fabric for Command Scope

In Netvisor ONE Unified Cloud Fabric, a switch is designed as the building block of a
fabric and the goal of Netvisor ONE design is to manage the fabric of switches as a single
switch. Due to this capability, you can run the CLI commands on a local switch, a cluster
of switches, other switches in the fabric, or the entire fabric. You do not have to login to
each switch to run the commands because all the switches are part of the same fabric.
By default, you can run the commands on the switch that you had logged-in.

For example, to disable a port (port 5) on the switch that you had logged in (swi t ch-
1), use the command,

CLI (network-adm n@w tch-1) > port-config-nmodify port 5

di sabl e

To specify a different switch for a single command, use the swi t ch prefix. For example,
use switch pn-switch-2 port-config-nodify port 5 enable toenables
port 5 on pn-switch-2, even if the CLI is connected to a different switch in the fabric:

CLI (network-adm n@w tch-1) > switch pn-swtch-2 port-config-
nodi fy port 5 enable

To specify a different switch for a series of commands, use the swi t ch prefix with no
command. For example,

CLI (net wor k- adm n@w tch-1) > swtch pn-switch-2 <return>

CLI (net wor k- adm n@n-switch-2) >

The CLI prompt changes to indicate that pn- swi t ch- 2 is the switch you are executing
commands. You can run other commands on pn- swi t ch- 2 even though the
switch that you are physically connected to is switch-1.

For most CLI show commands, the command displays results from all switches in the
fabric by default. For example, when the CLI command port - showis entered on the
switch, it shows the ports of all switches in the fabric.

To specify that a CLI show command should apply to a specific switch, use the switch
prefix to the CLI command. For example, to view the show output of the port -
show command of the switch named pn-switch-1, type the command:

CLI (networ k-adm n@w tch-1) > switch pn-swtch-1 port-show

swi tch port bezel - port st at us

pn-switch-1 9 3 phy-up, host - di sabl ed
pn-switch-1 10 3.2 phy- up, host - di sabl ed
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Displaying NIC Information and Statistics

Starting from Netvisor ONE version 6.0.0, you can view the NIC information and packet
statistics for management and rear-facing interfaces.

To view the switch NIC information, use the command: swi t ch- ni c-i nf o- show.
CLI (network-adm n@eafl) > swtch-nic-info-show

swi t ch-ni c-i nf o- show Display switch NIC information.

name switch-nic-stats-I|ist-

name Specify the name of the interface.

For example, to display the NIC information for the interface ethO, use the command:

CLI (network-adm n@eafl) > switch-nic-info-show nane ethO

nanme driver version firnmware speed rxgnum t xgnum rxqsi ze txqsize autoneg rxpause
t xpause
ethO igb 5.4.0-k 3.25,0x800005cd 1000 4 4 4096 4096 on on

of f

The output displays the interface name, driver, version, firmware, speed, reception
queue size, and transmitter queue size, among other details.

The swi t ch- ni c- st at s- showcommand displays NIC statistics including the
number of input packets, input bytes, output packets, output bytes, errors, and drops.

CLI  (network-adm n@eafl) > sw tch-nic-stats-show

swi t ch-ni c- st at s- show Display switch NIC statistics.
time date/tinme: yyyy-mm Specify the time to start statistics
ddTHH: nm ss collection.

start-tine date/tine: yyyy- Specify the start date and time for
mm ddTHH: nm ss statistics collection.

end-tinme date/tinme: yyyy-nmm Specify the end date and time for
ddTHH; nm ss statistics collection.

#d#h#Mts Specify the duration for statistics

durati on duration: .
collection.

Specify the interval for statistics

i nterval duration: #d#h#n#s .
collection.
since-start Displays statistics from the start.

#d#h#mEs Displays statistics older than the

| der -t han ration: ifi [
ol de an duratio specified date and time.

within-last duration: Displays statistics within the specified
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#Hd#h#mits duration.

name switch-nic-stats-1ist

Specify the name of the interface.
nane

For example, to display the NIC statistics on ethO interface within last 2 minutes, use the
command

CLI (network-adm n@eafl) > swtch-nic-stats-show name ethO
wi thin-last 2m | ayout vertical

time: 00: 22: 35
nane: et hO

I pkts: 3. 22M
i bytes: 1.92G
opkts: 1.10M
obyt es: 277M
ierrs: 0
oerrs.: 0

i dr ops: 0

odr ops: 0

i ncast : 2. 08M
onctast : 119K

i bcast: 121K
obcast : 37. 3K
ncast : 2. 08M
bcast: 0

i overruns: 0

r xnobuf : 0
icrcerrs: 0

i franmeerrs: 0
ififoerrs: 0

ofi foerrs: 0

il ongerrs: 0

i shorterrs: 0

To display the statistics between a specified st art -t i neandend-t i me, use the
sample command:

CLI (network-adm n@eafl) > switch-nic-stats-show start-tine
2020-07-21T05: 00: 00 end-time 2020-07-21T06: 00: 00 | ayout
verti cal

time: 05: 26: 27
nane: et hO

I pkts: 25. 2M

I byt es: 3.76G
opkts: 29. 7TM
obyt es: 3. 95G
ierrs: 0

oerrs: 0

i dr ops: 0

odr ops: 0

i ncast: 834K
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ontast: 10. 6K
i bcast: 291K
obcast : 352
ncast . 834K
bcast: 0
i overruns: 0
r xnobuf : 0
icrcerrs: 0
i franeerrs: 0
ififoerrs: 0
ofi foerrs: 0
il ongerrs: 0
i shorterrs: 0
tine: 05: 26: 27

To modify the settings for statistics collection, use the command

CLI  (network-adm n@eafl) > swtch-nic-stats-settings-nodify

swi t ch-ni c-stats-settings-

modi f y Modify switch NIC statistics settings.

Specify one or more of the following
options:

enabl e| di sabl e Enable or disable statistics collection.

Specify the time interval to collect NIC

interval duration : #o#h#mis statistics. The default value is 1 minute.

Specify the disk-space allocated for
di sk- space di sk-space-nunber statistics (including rotated log files). The
default value is 50M.

For example, use the command below to modify the interval for statistics collection:

CLI  (network-adm n@eafl) > switch-nic-stats-settings-nodify
i nterval 50s

To view the current settings, use the command:

CLI (network-adm n@eafl) > switch-nic-stats-settings-show
swi tch: Leaf 1

enabl e: yes

i nterval : 50s

di sk-space: 50M
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Displaying Connection Statistics

You can view the statistical data collected while connected to a host by using the
command:

CLI (network-adm n@w tchl) > connection-stats-show

Display connection statistics while

connecti on- st at s- show
connected to a host.

tinme date/tinme: yyyy-mm Specify a time to start statistics

ddThh: mm ss collection.

start-tinme date/time: yyyy-mm Specify the start-time for statistics

ddThh: mm ss collection.

end-tinme date/tine: yyyy-mm Specify the end-time for statistics

ddThh: mm ss collection.

duration: #d#h#mts Specify the duration of statistics
collection.

interval duration: #d#h#nts Specify the interval between statistics

collection.

Displays statistics from the start of

since-start .
collection.

sd#h#MES Displays statistics older than a specified

ol der-than duration: .
duration.

Within-last duration: #d#h#nts Displgys statistlics within the last
specified duration.

count count - nunber Specify a count for connection statistics
mac nmac- addr ess Specify the MAC address of connections
vnet vnet-nanme Specify the vNET of connections

vian vlan_id Specify the VLAN of connections.

i p i p-address Specify the IP address of connections.
port port-nunber Specify the port number of connections.
i conns i conns- nurber Specify the number of incoming

connections.

Specify the number outgoing
connections.

oconns oconns- nunber

Specify the number of bytes sent from

byt
obytes the client side of the connection.

Specify the number of bytes received by

i byte
' bytes the client side of the connection.
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total - bytes total-bytes-nunber

first-seen date/tinme: yyyy-mm
ddThh: mm ss

| ast-seen date/tine: yyyy-mm
ddThh: nm ss

| ast - seen-ago duration: #d#h#mis
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Specify the total number of bytes for
the connection.

Specify the time at which an entry was
first seen.

Specify the time at which an entry was
last seen.

Specify the duration since the statistics
was last seen.

To clear connection statistics that was collected while connected to a host, use the

command:

CLI (network-adm n@w tchl)

> connection-stats-cl ear

To clear the history of connection statistics that was collected while connected to a host,

use the command:

CLI  (network-adm n@w tchl) >

connection-stats-clear-history

To modify statistics collection settings, use the command connect i on- st at s-

settings-nodify.
CLI (network-adm n@wi tchl)

connection-stats-settings-nodify
enabl e| di sabl e

connecti on- max- menory
connecti on- max- nmenory- nunber

connecti on- backup- enabl e|
connecti on- backup- di sabl e

connect i on- backup-i nterval
duration: #d#h#n¥#s

client-server-stats-mx- nenory
client-server-stats-nax-nenory-
nunbe

client-server-stats-I|og-enabl e|
client-server-stats-I|og-disable

client-server-stats-I|og-
i nterval duration: #d#h#mis

client-server-stats-I|og-di sk-
space di sk-space- nunber

> connection-stats-settings-nodify

Modify connection statistics settings.

Enable or disable collecting connection
statistics.

Specify the maximum memory allowed
for connection statistics.

Enable or disable backup for connection
statistics collection. This option is
disabled by default.

Specify backup interval for connection
statistics collection.

Specify maximum memory for client
server statistics.

Enable or disable client server statistics
logging. This option is disabled by
default.

Specify the client server statistics
logging interval.

Specify the disk-space allocated for
client server statistics logging.
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connecti on- st at s- max- menory
connecti on- st at s- max- menory-
nunber

connecti on- st at s-1 0og- enabl e|
connecti on- st at s-1 og-di sabl e

connecti on-stats-1og-interval
duration: #d#h#m#s

connecti on- st at s-| og- di sk-space
di sk- space- nunber

servi ce- st at - max- nenory
servi ce- st at - max- menor y- nunber
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Specify the maximum memory allowed
for connection statistics.

Enable or disable connection statistics
logging. This option is disabled by
default.

Specify the connection statistics
logging interval.

Specify the disk-space allocated for
connection statistics logging.

Specify the maximum memory allowed
for service statistics.

fabri c- connecti on- nax- menory
fabric-connecti on- max- menory-
nunber

Specify the maximum memory allowed
for fabric connection statistics.

Enable or disable backup for fabric
connection statistics collection. This
option is disabled by default.

fabric-connecti on-backup-
enabl e| f abri c- connecti on-
backup- di sabl e

fabric-connecti on-backup-
i nterval duration: #d#h#n#s

Specify the backup interval for fabric
connection statistics collection.

In Netvisor ONE version 6.0.1, the logging of connection statistics to disk is disabled by
default. Specifically, the options below under the command connect i on- st at s-
set ti ngs- nodi fy are disabled by default.

connect i on- backup- enabl e| connecti on- backup- di sabl e
client-server-stats-1og-enabl e|client-server-stats-I|og-disable

fabri c-connecti on- backup- enabl e| f abri c- connecti on- backup-
di sabl e

connecti on- st at s-|1 og- enabl e|] connecti on- st at s-1 og-di sabl e

You can, however, enable any of the options above for a limited duration. For example:

CLI  (network-adm n@w tchl) > connection-stats-settings-nodify
connecti on-stats-I| og-enabl e

Note: Pluribus recommends disabling connection statistics to minimize disk usage
during normal operations.

To view the connection statistics settings, use the command connect i on- st at s-
settings-show

CLI (network-admi n@w tchl) > connection-stats-settings-show
sw t ch: switchl
enabl e: yes
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connect i on- max- nenory: 50M
connecti on- max- count: 52012
connecti on-current-count: 28482
connecti on- backup- enabl e: no
connecti on- backup-i nterval : 1m
connecti on- backup- used- di sk-space: 5. 54M
client-server-stats-nmax-nmenory: 50M
client-server-stats-nax-cnt: 71234
client-server-stats-cur-cnt: 132
client-server-stats-I|og-enable: no
client-server-stats-log-interval: 1m
client-server-stats-I|og-di sk-space: 50M
connecti on- st at s- max- nenory: 50M
connecti on- st ats-max-cnt: 82956
connection-stats-cur-cnt: 108
connecti on- st at s-1 0og- enabl e: yes
connection-stats-1og-interval: 1m
connecti on-stat s-1 og-di sk-space: 50M
servi ce- st at - max- nenory: 1M
servi ce-stat-max-cnt: 4681
servi ce-stat-cur-cnt: 0
fabric-connecti on- max- nenory: 10M
fabri c-connecti on- max-count: 8090
fabric-connecti on-current-count: 7234
fabric-connecti on-backup- enabl e: no
fabric-connecti on-backup-interval: 1m
fabri c-connecti on-backup-used- di sk-space: 1.46

In this example, the software has enabled connection statistics logging for a duration of
1m.
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Running Commands on a Local Switch

You can specify to run commands locally on a switch by using the swi t ch-1 ocal
parameter.

Forinstance, using swi t ch-1 ocal port - st ats-show displays output for the local
switch ports only.
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Changing Switch Setup Parameters

You can modify the following switch parameters by using the swi t ch- set up- nodi fy
command:

e Switch name

e Management IPv4 and IPv6 addresses

e Management IPv4 and IPv6 netmasks

e Management IPv4 and IPv6 address assignments
e In-bandIPv4 and IPv6 addresses

e In-band IPv4 and IPv6 netmasks

e Gateway IPv4 and IPv6 addresses

e LoopbackIPv4 and IPv6 addresses

e Primary and secondary IPv4 addresses for DNS services
e Domain name

e NTP server and NTP secondary server

e Timezone

e EndUser License Agreement (EULA) acceptance and timestamp
e Password

e Date

e Enable or disable host ports

e Message of the Day (MOTD)

e Banner

e Managementinterface LAG: enable or disable

e LACP mode of the management interface

e NTP enable or disable

e |EEE 802.1X authentication of the management interface (when not part of a LAG)

For example if you want to change the date and time on the switch, use the command:

CLI (network-adm n@w tch-1) > swtch-setup-nodify date 2020-
01-28 T22:14:27
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To view the changed date (see bold in output), use the show command:

CLI  (network-adm n@w1|leafl) > swtch-setup-show

sw t ch- nane: sw | eaf 1

mgnt - i p: 10. 0. 0. 01/ 23

mgnt - i p- assi gnnent : static

ngnt - i p6: aa80: : aab4: bbff: fffc: aab5/ 64

ngnt - i p6- assi gnnent : aut oconf

mgnt - | i nk- st at e: up

mgnt - | i nk- speed: 1g

i n-band-i p: 10. 168. 0. 02/ 24

i n-band-i p6: aa80: : 640a: 94f f: ff 52: aa9d/ 64

i n- band- i p6-assi gn: aut oconf

gat eway-i p: 10.0.0.1

dns-i p: 10.10.0. 13

dns-secondary-i p: 172.10.0. 4

domai n- nane: pl uri busnet wor ks. com

nt p- server: 0. ubunt u. pool . ntp.org

nt p- secondary- server: 1. ubunt u. pool . ntp.org

ti mezone: Aneri ca/ Los_Angel es

dat e: 2020- 01- 28, 22: 14: 27

hosti d: 184556370

| ocati on-i d: 6

enabl e- host - ports: yes

banner: * Wel come to Pluribus Networks Inc.
Netvisor(R). This is a nonitored system devi ce-id: 6KLK0Z1
banner: * ACCESS RESTRI CTED TO AUTHORI ZED USERS ONLY

banner: * By using the Netvisor(R) CLI,you

agree to the ternms of the Pluribus Networks banner: * End
User License Agreenent (EULA). The EULA can be accessed via
banner : *
http://ww. pl uri busnetworks. confeula or by using the comand
"eul a- show' *
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Configuring 802.1X Authentication During Switch Setup

A Pluribus switch can be connected to an out-of-band network for management
purposes using the dedicated management interface.

Starting from Netvisor ONE release 6.1.0, it is possible to use the swi t ch- set up-

nodi f y command to configure the standard IEEE 802.1X authentication (as a supplicant)
on the switch management interface. The interface needs to be connected to an
authenticator device and cannot be part of a LAG for this feature to work.

An external network device used for out-of-band connectivity may be capable of running
the IEEE 802.1X standard as an authenticator. In such cases, for security purposes the
network administrator may want to enable the IEEE 802.1X authentication exchange
between the switch management interface (as a supplicant) and the external
authenticator.

Once the management interface is configured as supplicant and comes up, it sends out a
special 802.1X message (EAPoL Start) to start the authentication process. If the
authentication of the configured credentials is successful, then the interface is
authorized. Before the interface is authenticated, only 802.1X packets are allowed and all
other traffic is dropped on the authenticator device.

Note: In Netvisor ONE release 6.1.0 support was added for the EAP-MD5
authentication method only. In addition, Netvisor ONE supports the 802.1X-2001
version of the standard for interoperability with older authenticators as well as the
802.1X-2004 version.

802.1X can be configured during a fresh switch install or later using the swi t ch-
set up- nodi f y andswi t ch- set up- showcommands.

However, the 802.1X configuration requires the creation of a host profile before the
feature can be enabled. That cannot be achieved withintheswi t ch- set up- nodi fy
command, so a two-step process is required.

First, a host profile needs to be created like so:

CLI (network-adm n@w tch) > eap-host-profile-create nane
profilel node nd5 identity userl password

password for wuser identity:

confirm password for user identity:

The profile can be created with local (or cluster) scope and then verified with the
command:

CLI  (network-adm n@w tch) > eap-host-profile-show
swtch nane node identity scope

switch profilel md5 userl | ocal


https://www.pluribusnetworks.com

n NETWORKS

Then 802.1X can be enabled with the swi t ch- set up- nodi f y command by specifying
the newly created profile plus an additional parameter such as the standard version to
use:

CLI (network-adm n@w tch) > swtch-setup-nodify ngm-dotlx-
enabl e ngm -dot1x-profiles profilel ngnt-dotlx-version 802.1X-
2004

CLI (network-adm n@w tch) > swtch-setup-show

swi t ch- nane: switch

ngnt - dot 1x- enabl e: true

ngnt - dot 1x- ver si on: 802. 1X- 2004

ngnt - dot 1x- profil es: profilel

ngnt - dot 1x- st at us: CONNECTI NG

mgmnt - i p: 10. 14. 8. 90/ 23

mgnt - i p- assi gnnent : static

ngnt - i p6: fe80::660e: 94ff: fedc: de/ 64
ngnt - i p6- assi gnnent : aut oconf

ngnt - | i nk- st at e: up

mgnt - | i nk- speed: 19

I n-band-i p: 192. 168. 3. 55/ 24

i n-band-i p6: fe80: : 640e: 94ff: fe03: f af 8/ 64
i n-band-i p6-assi gn: aut oconf

gat eway-i p: 10.14.8.1

dns-ip: 10.135. 2. 13

dns-secondary-i p: 10.20.4.1

domai n- nane: pl uri busnet wor ks. com

nt p- server: 10. 135. 2. 13

nt p- secondary-server: 10.20.4.1
ntp-tertiary-server: 2. ubunt u. pool . ntp.org

ti mezone: Aneri ca/ Los_Angel es

dat e: 2021- 04- 09, 03: 37: 57

hosti d: 436207619

| ocation-i d: 1

enabl e- host - ports: yes

banner: * Wel come to Pluribus Networks Inc.
Netvisor(R). This is a nonitored system *

devi ce-i d: 1648AC5800042

nt p: on

banner: * ACCESS RESTRI CTED
TO AUTHORI ZED USERS ONLY *

banner: * By using the Netvisor(R) CLI,you
agree to the terms of the Pluribus Networks *

banner: * End User License Agreenent
(EULA). The EULA can be accessed via *
banner : *

http://ww. pl uri busnetworks.comeula or by using the comand
"eul a- show' *

The mgnt - dot 1x- st at us line in the output can have one of these values:

e AUTHENTICATED (authentication successful and port authorized)
CONNECTING (connecting to the authenticator, check periodically for updates)
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e UNKNOWN (unknown condition that can occur in corner cases)
e HELD (authentication failed on the authentication backend server)

After connecting, if the credentials are correctly configured both in the backend's
database and in the supplicant's profile, the port gets authenticated as shown below:

CLI (network-adm n@w tch) > swtch-setup-show

swi t ch- nane: switch

ngnt - dot 1x- enabl e: true

nmgnt - dot 1x- ver si on: 802. 1X- 2004

ngnt - dot 1x- profil es: profilel

ngnt - dot 1x- st at us: AUTHENTI CATED

mgnt -i p: 10. 14. 8. 90/ 23

ngnt - i p- assi gnnent : static

nmgnt - i p6: fe80: :660e: 94ff: fedc: de/ 64
ngnt - i p6- assi gnnment : aut oconf

mgnt - | i nk- st at e: up

ngnt - | i nk- speed: 1g

i n- band-i p: 192. 168. 3. 55/ 24

I n- band-i p6: fe80::640e: 94ff:fe03:faf 8/ 64
i n-band-i p6-assi gn: aut oconf

gat eway-i p: 10.14.8.1

dns-i p: 10.135.2.13

dns-secondary-i p: 10.20.4.1

domai n- nane: pl uri busnet wor ks. com

<sni p>

The same two-step process can be used during a fresh switch install like so:

Net vi sor OS Command Line Interface 6.1
By ANSVERI NG "YES" TO TH S PROWT YOU ACKNOALEDGE THAT
YOU HAVE READ THE TERMS OF THE PLURI BUS NETWORKS END USER
LI CENSE AGREEMENT (EULA) AND AGREE TO THEM [YES | NO | EULA]?
YES or NO?
By ANSVERI NG "YES' TO TH S PROWT YOU ACKNOALEDGE THAT
YOU HAVE READ THE TERMS OF THE PLURI BUS NETWORKS END USER
LI CENSE AGREEMENT (EULA) AND AGREE TO THEM [YES | NO | EULA]?
YES or NO?
By ANSVERI NG "YES" TO TH S PROWT YOU ACKNOALEDGE THAT
YOU HAVE READ THE TERMS OF THE PLURI BUS NETWORKS END USER
LI CENSE AGREEMENT (EULA) AND AGREE TO THEM [YES | NO | EULA]?
YES or NO?
By ANSVERI NG "YES" TO TH S PROWT YOU ACKNOALEDGE THAT
YOU HAVE READ THE TERMS OF THE PLURI BUS NETWORKS END USER
LI CENSE AGREEMENT (EULA) AND AGREE TO THEM [YES | NO | EULA]?

YES or NO?
By ANSWERI NG "YES' TO THI S PROVMPT YOU ACKNOALEDGE THAT
YOU HAVE READ THE TERMS OF THE PLURI BUS NETWORKS END USER
LI CENSE AGREEMENT (EULA) AND AGREE TO THEM [YES | NO | EULA]?
YES
Switch setup required:
Switch Nane (switch):


https://www.pluribusnetworks.com

n NETWORKS

net wor k- adm n Passwor d:

Re-enter Password:

Mgmt | P/ Net mask (10. 14. 8. 90/ 23):

Mgnt | Pv6/ Net mask:

I n-band | P/ Net mask (192.168. 3. 55/ 24):
I n- band | Pv6/ Net mask:

Gateway | P (10.14.8.1):
Gat eway | Pv6:

Primary DNS | P (10.135.2.13):
Secondary DNS I P (10.20.4.1):

Domai n nane (pluribusnetworks.com:
Automatically Upload D agnostics (yes):
Enabl e host ports by default (yes):

Switch Setup:
Swi tch Nane : switch
Mgnt 802. 1x cfg © no
Mgnt 802.1x profiles :
Mgnt 802. 1x status :
Switch Mgmt | P

. 10.14.8.90/ 23
Switch Mynt | Pv6 :

f e80: : 660e: 94ff: fedc: de/ 64

Switch In-band IP
Switch In-band | Pv6
Switch Gat eway
Switch | Pv6 Gat eway
Switch DNS Server
Switch DNS2 Server
Switch Domai n Nane
Switch NTP Server
Switch Timezone
Switch Date
Enabl e host ports
Anal ytics Store
Fabric required.
Connected to Switch swtch;
6.1.0-6010018092

CLI  (network-adm n@w tch)

| yes

. 192. 168. 3. 55/ 24

f e80: : 640e: 94ff: fe03: faf 8/ 64

'10.14.8. 1

10. 135. 2. 13

10.20.4.1

pl uri busnet wor ks. com
10.135.2.13

Aneri ca/ Los_Angel es
2021- 04- 09, 04: 00: 14

opti m zed

Pl ease use fabric-create/join/show
nvOS | dentifier:0x1a000003; Ver:

> eap-host-profile-create nane

profilel node nd5 identity userl password

password for user identity:
confirm password for user

CLI (network-adm n@w tch)
enabl e ngnt-dot 1x-profil es
2004

identity:

> switch-setup-nodify ngnt-dotlx-
profilel ngnt-dotlx-version 802.1X-

Note: If you try to delete a profile that is in use, you will get an error message:

CLI (network-adm n@w tch)
profilel

eap- host - profil e-del ete:
currently used

EAP Host

> eap-host-profil e-delete nane

profile profilel is
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If you need to delete it, you can create and assign another profile first, then you can
delete the old one:

CLI (network-adm n@w tch) > swtch-setup-nodify ngm-dotlx-
profiles profile2

CLI (network-adm n@w tch) > eap-host-profile-delete nane
profilel

CLI  (network-adm n@w tch) > eap-host-profile-show
switch nane node identity scope

switch profile2 md5 wuserl | ocal

802.1X can be disabled with the follow ng conmand:

CLI (network-adm n@w tch) > swtch-setup-nodify ngnt-dotlx-
di sabl e
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Creating Switch Groups

This feature allows you to create a switch group, and you can create as many switch
groups as needed. You provide a name to a group of switches, and a switch can be a
member of more than one group.

If a switch is offline when you add it to a group, the configuration fails for that switch.
Online switches are added normally.

Switch groups are static and you must manually remove a switch from a group. You
cannot use a switch name for the switch group name and a warning message is
displayed because the configuration is invalid.

Use the following commands:

CLI (network-adm n@pi nel) > switch-group-create

nanme nane-string Specify a name for the switch group.
description description- Specify a description for the switch
string group.

To create a switch-group with the name, r ack- 1- r ow 1, use the following syntax:

CLI (network-adm n@eafl) > swtch-group-create nane rack-1-
row1 description "datacenter rack 1"

CLI (network-adm n@bpi nel) > swi tch-group-delete

name nane-string Specify a name for the switch group.
description description- Specify a description for the switch
string group.

To delete a switch-group with the name, r ack- 1- r ow 1, use the following syntax:

CLI (network-adm n@eafl) > swtch-group-delete nane rack-1-
row1

CLI  (network-adm n@pi nel) > sw tch-group-nodify

name nane-string Specify a name for the switch group.

To modify a switch-group with the name, r ack- 1- r ow 1, and change the description,
use the following syntax:

CLI (network-adm n@eafl) > swi tch-group-nodify nane rack-1-
row-1 description datacenter
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CLI  (network-adm n@pi nel) > sw tch-group-show

name nane-string Displays the name of the switch group.
description description- Displays a description of the switch
string group.

To display a switch-group with the name, r ack- 1- r ow 1, use the following syntax:

CLI (network-adm n@eafl) > swtch-group-show nane rack-1-row

name descri ption

rack-1-row 1 datacenter

Adding Switches to Switch-Groups

(CLI (network-adm n@pi nel) > swi tch-group-nenber-add

Specify the name of the switch group to

nanme nanme-string add the member.

Specify the name of the switch to add as

menber fabric-node nane
a member.

To add switch, Leaf-1, to switch-group, r ack- 1- r ow 1, use the following syntax:

CLI (network-adm n@eafl) > swtch-group-nenber-add nane rack-
l1-row1 nmenber Leaf-1

CLI (network-adm n@pi nel) > switch-group-nenber-renove

Specify the name of the switch group to
nanme nane-string remove the member.

Specify the name of the switch to
menber fabric-node nane remove as a member.

To remove switch, Leaf-1, from switch-group, r ack- 1- r ow 1, use the following syntax:

CLI (network-adm n@eafl) > sw tch-group-nenber-renove nane
rack-1-row 1 nenber Leaf-1

CLI (network-adm n@pi nel) > swi tch-group-nenber-show
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name nane-string Displays the name of the switch group.

Displays the name of the switchesin a
group.

menber fabric-node nane

To display switch-group, use the following syntax:
CLI  (network-adm n@eafl) > swtch-group-nenber-show

Spine-1 rack-1-row1 Leaf-1

Support for Enabling or Disabling LLDP

This feature provides for a generic LLDP ON/OFF toggle function set at the system level.

Currently, to disable LLDP on a switch you must disable the LLDP configuration on all
ports. This resets all related configurations of LLDP protocol setting and LLDP vFlows.

Use the following CLI command to enable and disable the protocol:

CLI (network-adm n@eafl) > systemsettings-nmodify [I1dp]|no-
['1dp]

LLDP packets are executed on the CPU with the help of LLDP vFlows.

To clear all LLDP protocol system flows use the parameter no- 1| dp.
To add all LLDP protocol system flows use the parameter | | dp.

This approach ensures port LLDP configurations are not disturbed.
CLI (network-adm n@eafl) > systemsettings-show
swi tch: Spi nel

optim ze-arps: on
Il dp: on
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Configuring System Settings

You canusethesyst em setti ngs- nodi f y command to configure a host of system
settings. These settings correspond to different features and are discussed in detail in
the related sections.

CLI (network-adm n@eafl) > systemsettings-nodify

Use this command to modify system

system settings-nodify settings

Specify one or more of the following
options:

Enable or disable ARP optimization. This
feature is ON by default. When ON, the
Netvisor sends all ARP requests and
Gratuitous ARP requests to the local CPU
of the corresponding switch, and responds
to ARP requests on behalf of the intended
ARP targets. This feature corresponds to
an ARP-proxy function on the
corresponding switch. It is assumed that
ARP requests and Gratuitous ARP
requests are used by Netvisor to learn the
MAC address to IPv4 address mapping, as
well as Unknown Unicast and Broadcast
traffic when the parameters, nanage-
unknown- uni cast ormanage-

br oadcast are ON. When OFF, the
Netvisor learns and bridges ARP requests
on the switch ASIC instead of relying on
the local CPU.

opti m ze-ar ps| no-optim ze-
ar ps

Enable or disable LLDP at the system level.
The Link Layer Discovery Protocol (LLDP)
is an open, vendor-independent protocol
that advertises a device's identity, abilities,
and neighboring devices connected within
the Local Area Network.

1 dp| no-11dp

Enable or disable policy-based routing.
pol i cy- based-routi ng| no- Policy-Based Routing (PBR) enables
pol i cy-based-routing flexible packet forwarding and routing

through user defined policies.

Enable or disable Neighbor Discovery
optimization. This feature is ON by default.
When ON, Netvisor sends all Neighbor
Solicitations and Unsolicited Neighbor
Advertisements to the local CPU of the
corresponding switch, responds to
Neighbor Solicitation requests on behalf
of the intended ND targets themselves.

opti m ze-nd| no-optim ze-nd
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reacti vat e- mac| no-
reactivat e- nac

reacti vat e- vxl an-tunnel -
mac| no-reacti vat e- vxl an-
t unnel - nac

manage- unknown- uni cast | no-
manage- unknown- uni cast

manage- br oadcast | no- manage-
br oadcast

n NETWORKS

This feature corresponds to an ND-proxy
function on the corresponding switch.
Neighbor Solicitations and Unsolicited
Neighbor Advertisements are used by
Netvisor to learn the MAC address to IPv6
address mapping, as well as Unknown
Unicast and Broadcast traffic when tthe
parameters, manage- unknown-

uni cast ormanage- br oadcast are ON.
When OFF, Netvisor ONE learns and
bridges Neighbor Solicitations on the
switch ASIC instead of relying on Netvisor.

Enable or disable reactivation of aged out
MAC entries. This feature is ON by default.
When ON, if a vPort entry is looked up and
found as inactive, the corresponding 12-
table entry is re-activated on the switch.
When OFF, the traffic is flooded on the
corresponding broadcast domain by
Netvisor ONE. Please note that I12-table
entries are refreshed on the Ethernet
switch ASIC every time it is used,
otherwise it is removed after a time of
inactivity corresponding to configured
aging period. Requires unknown-unicast to
be enabled.

Enable or disable reactivation of MAC
entries over VXLAN tunnels.

Enable or disable unknown unicast
management. This feature is ON by
default. Netvisor sends all unknown-
unicast traffic to the local CPU of the
corresponding switch. Netvisor learns the
source of unknown-unicast packets and
floods the packets on the corresponding
unknown-unicast domain. When OFF, all
unknown-unicast traffic is flooded on the
corresponding unknown-unicast domain
by the switch instead of relying on
Netvisor.

Enable or disable broadcast management.
This feature is ON by default. Netvisor
sends all broadcast traffic to the local CPU
of the corresponding switch. Netvisor
learns the source of broadcast packets and
floods the packets on the corresponding
broadcast domain. When OFF, all unicast
traffic is flooded on the corresponding
broadcast domain by the switch instead of
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bl ock- | oops| no- bl ock- | oops

aut o- t runk| no- aut o-t r unk

aut o- host - bundl e| no- aut o-
host - bundl e

cluster-active-active-
routi ng| no-cluster-active-
active-routing

f ast - r out e- downl oad| no-
f ast - r out e- downl oad

fast-interface-| ookup| no-
fast-interface-| ookup

routing-over-vl ags| no-
routing-over-vl ags

sour ce-nmac-m SsS
copy-to-cpu

t o- cpu|

opti m ze-datapath di sabl e|
cluster-only|all

cpu-cl ass-enabl e| no- cpu-
cl ass-enabl e
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relying on Netvisor.

Enable or disable loop detection. Netvisor
Loop Detection exposes loops to
customers using system log messages,
port - showoutput,and vport - show
output.

Note: This parameter is available only
on NSU, NRU-02, NRU-03, and NRU-
S0301 platforms.

Enable or disable auto trunking.

Enable or disable auto host bundling. This
feature enables auto trunking of ports
between PN switches and ESXi hosts.

Enable or disable active-active routing on a
cluster. Here, two cluster switches run
vRouters with active-active VRRP in order
to provide redundant Layer 3 next hops
(using virtual IPs) to both upstream and
downstream devices.

Enable or disable fast route download from
routesnoop.

Enable or disable fast router interface
lookup.

Enable or disable routing over vLAGs. This
feature allows packets

crossing the cluster link to be routed
without being dropped when egressing
vLAGs.

Specify either of the options as the
unknown source MAC learn behavior.

Specify the datapath optimization for

cluster, fabric and vRouter communication:

e di sabl e-disables the datapath
optimization.

e cl uster-only- enables datapath
optimization for cluster-only, where
cluster traffic is redirected to cluster
4094 vNIC.

e al | - enables datapath optimization for
fabric and data traffic. The default value
isal | .

Enable or disable CPU class. This feature
enables advanced CPTP which operates
over 43 independent queues (from O to
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usb- port| no-usb- port

use-i gnp- snoop- | 2| use-i gnp-
snoop-1| 3

vl e-tracki ng-ti nmeout
<3.. 30>

pfc-buffer-limt pfc-
buffer-limt-string

cosqg- wei ght - aut o] no- cosg-
wei ght - aut o

| ossl ess- node| no-| ossl ess-
node

st agger - queri es| no- st agger -
queri es

sf p28-port-node 48x25QF
36x25G+12x10d 13§
24x25G+24x10G 1G

host - r ef r esh| no- host -
refresh

proxy-conn-retry| no- proxy-
conn-retry

proxy-conn-max-retry 0..10

proxy-conn-retry-interval
100. . 2000

nvos- debug- | oggi ng| no- nvos-
debug- | oggi ng

manage- | 2- uuc- dr op| no-
manage- | 2- uuc- dr op

n NETWORKS

42) in order to be able to provide
separation and granular control over
different types of control plane traffic
classes.

Enable or disable the USB port on the front
of the switch. This is only applicable to
switches with ONVL.

Specify whether L2 or L3 tables are to be
used for IGMP snooping.

Set a VLE tracking timeout as a value
between 3 and 30s. The default timeout is
3s.

Specify the percent of global system
buffer space allowed for PFC.

Specify either of the options to enable or
disable automatic weight assignment for
CoS (Class of Service) queues based on
min-guarantee configuration.

Enable or disable lossless mode.

Stagger igmp/mld snooping queries.

Configure the sfp28 port mode using one
of the three options.

Note: This parameter is available only
on AS7326-56X/F9480-V Platforms.

Enable or disable refreshing host ARP
entries to keep L2 entries active.

Enable or disable proxy connection retry.

Set the maximum number of proxy
connection retry attempts as a value
between O and 10.

Set the number of milliseconds to wait
between proxy connection retry attempts.
This is a value between 100 and 2000.

Logging mode selection (Direct OR viz.
nvlog demon)

Enable or disable L2 UUC (Unknown
Unicast Drop) towards data port.
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xcvr -1 i nk-debug| no- xcvr -
I'i nk-debug

f ast pat h- bf d| no-f ast pat h-
bf d

| i nkscan-i nt erval
10000. . 1000000

I i nkscan- node software]|
har dwar e

si ngl e- pass-fl ood| no-
si ngl e- pass-fl ood

n NETWORKS

Enable or disable system debug to capture
link information.

Enable or disable BFD fastpath. This
feature is disabled by default.

Specify the linkscan interval as a value
between10000py sand 1000000pu s.The
default value is 150000y s.

Specify the linkscan mode as hardware or
software. Software linkscan mode is
enabled by default.

Enable or disable single-pass flood.

For example, enable Policy-based routing by using the command:

CLI (network-switch) > systemsettings-nodify policy-based-

routing

Use the system-settings-show command to display the configuration:

CLI (network-switch) > systemsettings-show

swit ch:

optim ze-arps:

Il dp:

pol i cy-based-routi ng:
optim ze-nd:
reactivate- nac:

reacti vat e- vxl an-t unnel - mac:

manage- unknown- uni cast:
manage- br oadcast :

aut o-t r unk:

aut o- host - bundl e:

cluster-active-active-routing:

routing-over-vl ags:
sour ce- mac- m Ss:

opti m ze-dat apat h:
cpu- cl ass- enabl e:
usb- port:

I gnp- snoop:

vl e-tracki ng-tineout:
pfc-buffer-limt:
cosqg- wei ght - aut o:

| ossl ess- node:

snoop- query- st agger :
host -refresh:

pr oxy-conn-retry:

pr oxy-conn-nmax-retry:
proxy-conn-retry-interval:
opti m ze-rxl os:

xcvr -1i nk-debug:

eri-spinel
of f

on

on

of f

on

on

of f

of f

on

of f

on

of f
copy-to-cpu
al |

on

on

use-13

3

40%

of f

of f

no- st agger - queri es
of f

on

3

500

of f

di sabl e
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f ast pat h- bf d: of f

i nkscan-interval: 150000

I i nkscan- node: sof t war e
si ngl e- pass-| 2-known-nul ti cast: of f

si ngl e- pass-fl ood: of f

bat ch- nove- mac- hw group-for-vl an-only: of f
menory-tracker: on
symmet ri c- hash: of f

hash- suppress-unidir-fiel ds: of f

prioritize-rx-reasons: of f
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About GREP Support with Netvisor ONE OS

Netvisor ONE supports filtering output and allows switch administrators to filter output
“gr ep| ” from the CLI. This functionality is limited to the following commands:

e runni ng-confi g- show
e tech-support-show

e help

Netvisor ONE Configuration Guide 7.0.1- Copyright 2021 - Pluribus Networks Page 68 of 1150
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Installing Netvisor ONE and Initial Configuration

This chapter contains information about initial configuration of your switch as well as
commands to manage, upgrade, and restore configurations on a Netvisor ONE switch.

Changes to the End User License
Agreement (EULA)

Adding License Keys to Netvisor One

Using the Serial Console Port for

Initial Configuration

Managing Netvisor ONE Certificates
Viewing the Validity of Netvisor ONE

Certificates

Enabling Administrative Services

Configuring Administrative Session

Timeout

Confirming Connectivity on the

Network
Setting the Date and Time

Viewing User Sessions on a Switch
Archiving Log Files Outside the
Switch

Displaying and Managing Boot

Environment Information

Exporting Configurations Using
Secure Copy Protocol (SCP)
Upgrading the Netvisor ONE Software

Implementing a Fabric Upgrade

Modifying the Fabric Password

Copying and Importing Configuration
Files

Auto-configuration of IPv6 Addresses
on the Management Interface

Support

Support for Local Loopback IP

Addresses

Configuring REST API Access

Running Shell Commands or Scripts
Using REST API

Managing RMAs for Switches

Configuring the Export and Import of
the Switch Configurations for RMA

Contacting Technical Assistance

Netvisor ONE Configuration Guide 7.0.1- Copyright 2021 - Pluribus Networks Page 70 of 1150
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Changes to the End User License Agreement (EULA)

Currently, the Netvisor One EULA is displayed when the switch is setup.

Netvisor OS Command Line Interface 6.0.0

By ANSWERI NG "YES' TO TH S PROWPT YOU ACKNOANLEDGE THAT YQU
HAVE READ THE TERMS OF THE PLURI BUS NETWORKS END USER LI CENSE
AGREEMENT (EULA) AND AGREE TO THEM [YES | NO | EULA]?: yes

If you enter the EULA option, the output displays the complete EULA text. After this
action, it is not possible to confirm EULA acceptance again. In some cases, an integrator
may have accepted the EULA on behalf of the actual end user.

A new command is now available to display the EULA acceptance with a timestamp of
the event:

CLI (network-adm n@n-sw 01) > eul a-show

End User License Agreenent

Pl uri bus Networks, Inc.'s ("Pluribus", "we", or "us") software
products are designed to provide fabric networking and

anal ytics solutions that sinplify operations, reduce operating
expenses, and introduce applications online nore rapidly.

Bef ore you downl oad and/or use any

of our software, whether alone or as |oaded on a piece of
equi pnent, you wll need to agree to the ternms of this End
User License Agreenent (this "Agreenment").

PN EULA v. 2.1

eul a-show. No fabric
eul a-show. Fabric required. Please use fabric-create/join/show
CLI (network-adm n@n-sw 01) >
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Adding License Keys to Netvisor ONE

Note: You can use this feature only on switches that are completely provisioned and
where the EULA setup is also completed.

Caution: Do not attempt to use this feature on a newly added switch where
provisioning of the switch is not done and when the switch is in fresh-install mode or
new-install mode.

This feature is applicable when you want to renew an expired license or add additional
licenses to an existing license on a switch that was provisioned previously.

Netvisor ONE binds the license key to the serial number of the switch and when
downloading or upgrading the Netvisor ONE software, the Pluribus Networks Cloud
locates the serial number.

To install the license key, use the following syntax:

CLI (network-adm n@w tch) > software-license-install key
<key-string>

The license key has the format of four words separated by commas. For example,

Li cense Key: rental, deer, sonic, sol ace

Once the license key is installed, you can display information about the key using the
following command:

CLI (network-adm n@w tch) > software-license-show

switch: T6001-ON

license-id: NVGOS-CLD- LIC 60D

description: Pluribus Open Netvisor OS Linux Cloud Edition
Li cense

expi res-on: never

status: VALID
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Using the Serial Console Port for Initial Configuration

This procedure assumes that you have installed the switch in the desired location and it
is powered on.

Warning: Do not connect any ports to the network until the switch is configured. You
can accidentally create loops or cause |IP address conflicts on the network.

If you are going to cable host computers to the switch, there is an option to enable or
disable host ports by default.

1. Connect the console port on the rear or front (depending on the model) of the
switch to your laptop or terminal concentrator using a serial cable.
2. From the terminal emulator application on your computer, log into the switch with

the username network-admin and the default password admin.

Note: Netvisor ONE supports both IPv4 and IPv6 addresses for the in-band interface.

Warning: Be sure to type in a static IP address for the management interface during
the initial configuration. Netvisor One initially uses DHCP to obtain an IP address, but
DHCP is not supported after the initial configuration.

3. Begin the initial configuration using the initialization procedure displayed.
4. Enter the following details when prompted, an example is provided in the output
below:

Accept the EULA agreement

Type-in the switch name. An example is provided in the output below.

Enter and re-enter the password

Enter the Management IP and netmask. An example is provided in the output
below.

Enter the In-band IP and netmask. An example is provided in the output below.
Enter the IP address of the Gateway.

Enter the IP address for the primary and secondary DNS.

Enter the domain name.

O O OO

O O 0O

switch console |ogin: network-admn
Password: adm n

root @wi tch-new. ~# cli

Netvi sor OS Command Line Interface 6.0

By ANSWERI NG "YES' TO TH S PROVPT YOU ACKNOALEDGE THAT YOU
HAVE READ THE TERMS OF THE PLURI BUS NETWORKS END USER LI CENSE
AGREEMENT (EULA) AND AGREE TO THEM [YES | NO | EULA]?: yes
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Switch setup required:

Switch Name (switch-new):pn-switch-01
net wor k- adm n  Passwor d: password <return>
Re-enter Password: password <return>
Mgmt | P/ Net mask (10.13.27.218/23):

Mgnt | Pv6/ Net mask:

I n-band | P/ Netmask (192.168.10.8/24):

I n-band | Pv6/ Net mask:

Gateway |P (10.13.26.1):

Gat eway | Pv6:

Primary DNS |IP (10.135.2.13):

Secondary DNS IP (10.20.4.1):

Domai n name (pluribusnetworks. con):
Automatically Upload D agnostics (yes):
Enabl e host ports by default (yes):

Swi tch Setup:

Swi tch Nane : pn-switch-01

Switch Mgnt I P :10.13.27. 218/ 23

Switch Mynt 1Pv6 . fe80::aaz2b: b5ff: febc:c78e/ 64
Switch In-band IP : 192.168.10. 8/ 24

Switch In-band |Pv6 . fe80::640e: 94ff:feba: f719/ 64
Swi tch Gat eway : 10.13.26.1

Switch | Pv6 Gateway s

Switch DNS Server : 10.135.2.13

Switch DNS2 Server : 10.20.4.1

Switch Domain Nane . pluribusnetworks. com

Switch NTP Server : 0. ubuntu. pool.ntp.org

Swi tch Tinmezone . Anerical/ Los_Angel es

Switch Date . 2020-07- 20, 19: 48: 20

Enabl e host ports . yes

Anal ytics Store : optim zed

Fabric required. Please use fabric-create/join/show
Connected to Switch ghspineOl-new, nvOS ldentifier:0xb00ldba,;
Ver: 6.0.0-6000016292

CLI (network-adm n@w tch-new) >

When you setup a switch for initial configuration, the host facing ports are enabled by
default. However, you can disable the host ports until you are ready to plug-in host
cables to the switch. If Netvisor ONE does not detect adjacency on a port during the
qui ckst art procedure, the ports remain in the disabled state.

To enable the ports after plugging in cables, use the port - confi g-nodi fy port
port-list host-enabl ecommand. Netvisor ONE enables host ports by default
unless you specify NO during the qui ckst art procedure as displayed below.

Netvi sor OS Conmand Line Interface 6.0.0

By ANSVERI NG "YES' TO TH S PROWT YOU ACKNOALEDGE THAT YQU
HAVE READ THE TERMS OF THE PLURI BUS NETWORKS END USER LI CENSE
AGREEMENT (EULA) AND AGREE TO THEM [YES | NO | EULA]?: yes
Switch setup required:

Switch Name (netvisor): pn-switch-01

net wor k- adm n Password: password <return>
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Re-enter Password: ******x* <return>
Mgnt | P/ Net mask (dhcp): 10.14.2.42/23
Mgnt | Pv6/ Net mask:

In-band | P/ Netmask: 12.1.165.21/24

I n-band | Pv6/ Net nask:

Loopback IP:

Loopback | Pv6:

Gateway |P (10.14.2.1):

Gat eway | Pv6:

Primary DNS I P: 10.135.2.13

Secondary DNS IP: 10.20.4.1

Domai n name: pluribusnetworks. com
Automatically Upload Diagnostics (yes):
Enabl e host ports by default (yes): no

To verify, use the command:

CLI  (network-adm n@n-sw tch-01) > port-show port 9,10

switch port bezel - port st at us config
pn-sw tch-01 9 3 phy- up, host - di sabl ed 10g
pn-sw tch-01 10 3.2 phy- up, host - di sabl ed 10g

To enable the port (s), use the command:

CLI  (network-adm n@n-switch-01) > port-config-nodify port
9,10 enable host-enable

CLI (network-adm n@n-swi tch-01) > port-show port 9,10

switch port bezel -port status config
pn-swi tch-01 9 3 up, vl an-up fd, 10g
pn-swi tch-01 10 3.2 up, vl an-up fd, 10g

You cannot change (enable or disable) the host-ports by using the switch setup process
after the initial configuration is done. If you try to modify the host-ports, Netvisor ONE
displays an error as displayed in the example here:

CLI  (network-adm n@n-switch-01) > swtch-setup-nodify
di sabl e- host - ports

switch-setup-nodify: disable/enable host ports can be set only
at initial switch-setup tine

During the initial configuration of the switch, if the host ports are disabled, then all ports
having the same port configuration will be disabled. This can be viewed using the
following command:

<CLI (network-adm n@n-swtch-01) > port-config-show port
port-list host-enable

In this mode, when any port comes up physically, Netvisor ONE automatically sends and
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receives LLDP packets to look for peer switches. If Netvisor ONE does not detect an
adjacency within 5 seconds, the portis flagged as host - di sabl ed. With this flag set,
Netvisor ONE only accepts LLDP packets and does not initiate packet transmission.

CLI (network-adm n@n-sw tch-01) > port-config-show port 9,10

switch port Dbezel -port status config
pn-swi tch-01 9 3 up, vl an-up, PN-ot her, LLDP fd, 109
pn-sw tch-01 10 3.2 up, vl an-up fd, 10g

After completing switch discovery and fabric creation, use the host - enabl e option to
enable host, server, or router traffic switching, and ports:

CLI (network-adm n@n-switch-01) > port-config-nodify port 9
host - enabl e
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Managing Netvisor ONE Certificates

Pluribus Networks includes the Netvisor ONE certificates along with the switches during
shipment and you can access the certificates from /var/nvos/certs directory. These
certificates are necessary for communication between switches in a fabric and hinders
the transactions between fabric members if the certificate expires. You can view the
validity (dates valid from and dates valid until) for Netvisor ONE certificate using the

swi t ch-i nf o- showcommand.

When you configure the alarm, the certificate is checked every 24 hours and an alarm is
issued if the number of days of expiry is equal to or less than 30 days. The certificate
expiry alert is enabled by default for 30 days, but can configured between 7 days through
180 days on Netvisor ONE. You can disable this feature usingthe cert - expi rati on-
alert-nmodi fy no-netvisor command.

You can view the certificate expiration alert or alarm configuration by using the cert -
expi ration-al ert-showcommandand can schedule an alert notification before
the certificate expires. You can view the alarm or alert notificationinthe event. | og
file and also by running thel og- al ert - show comand. Youcanalso configure a
new SNMP t r ap for certificate expiry on the SNMP services.

Alarm s an eventin the event log,an alertinl og- al er t - showcommand and a new
SNMP trap if the trap server is configured. Frequency of alarm will be every 24 hours
until the certificate has expired.

To configure the certificate expiry alert, use the command:

CLI  (network-admi n@w tch0l1) > cert-expiration-alert-nodify

Specify one or more of the following
options:

Specify whether to enable or disable
net vi sor| no- net vi sor Netvisor ONE certificate expiration
alerts.

Modify the number of days before
expiration to send alerts (Default 30
days). The value ranges from 7 through
180 days.

days-before-expiration 7..180

To view the alert configuration for the certificate expiry, use the command:
CLI  (network-adm n@w tch0l) > cert-expiration-alert-show

swi tch: switchOl
days- bef ore-expiration(d): 30

To enable or disable the SNMP trap for certificate expiry alert, use the command:

CLI (network-adm n@w tch0l) > snnp-trap-enable-nodify cert-
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expi ry| no-cert-expiry
where,

Specify whether to monitor certificate

cert-expiry|no-cert-expiry expiry or not

To view the alert configuration details older than an hour, use the command:

CLI (network-adm n@w tch0Ol) > |og-alert-show older-than 1h

tine sw tch code nane count | ast - mressage

00:17:05 switchOl 31008 snf_nvOSd_stop 1 SMF Servi ce stopping nvOSd
00:17:08 switch0l 11008 nvOSd_start 1 version 5.1.5010014665

00:35:49 switchOl 31016 certificate_expiry 1 switch cert expiring in 19 days

The sw tch-i nfo-showcommand displays the validity (dates valid from and dates
valid until) for Netvisor ONE certificate. For example,

CLI (network-adm n@ru03-sw 1*) > sw tch-info-show

nodel : NRUO3

chassi s-serial: 1937ST9100075

cpul-type: Intel (R} Xeon(R) CPU D 1557 @1.50GHz
cpu2-type: Intel (R} Xeon(R) CPU D- 1557 @1.50GHz
cpu3-type: Intel (R} Xeon(R) CPU D- 1557 @1.50G#
cpu4-type: Intel (R} Xeon(R) CPU D- 1557 @1.50GHz
system mem 30.6G

swi t ch-devi ce:
fanl-status:
fan2-status:
fan3- st at us:

f an4- st at us:

f an5- st at us:

f an6- st at us:
fan7-stat us:

f an8- st at us:

f an9- st at us:
fanl0- st at us:
fanll-status:
fanl2-status:
psl-status:
ps2- st at us:

di sk- nodel : M cron_1300_ MIFDDAV256 TDL

di sk-firnmnare: MBMUO0O

di sk-si ze: 238G

di sk-type: Solid State Disk, TRI M Supported
bi os-vendor: Arerican Megatrends Inc.

bi os-version: 1. 00. 00

netvi sor-cert-valid-from Sep 13 07:00:00 2019 GV
netvisor-cert-valid-till: Sep 14 06:59:59 2039 GMVI

RQAIAIARARIRARIRARFIRARFIRKRXARXR
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Viewing the Validity of Netvisor ONE Certificates

Starting with Netvisor ONE version 6.1.1, you can view the validity of Netvisor ONE
certificates on your switch. That s, after you upgrade to version 6.1.1, you can check the
validity of certificates available on Netvisor ONE using the cert - swi t ch- show
command. You can also REST APl command to verify the validity of certificates.

The command output also gets logged intot ech- suppor t - showcommand output
and can be helpful during a customer support (TAC) call.

To check the validity of certificates on a switch, use the command:

CLI (network-adm n@w tch) > cert-swtch-show

narme: [ usr/ nvos/cert/core. pem
cert-type: server
subj ect : | C=US/ ST=Cal i f or ni a/ O=PI uri bus

Net wor ks/ OU=Cor e

Encryption/ CN=Core Encryption

i ssuer: [/ O=Pl uri bus Networ ks/L=Pal o

Al to/ ST=Cal i forni a/ C=US/ CN=Pl uri bus Update Root CA
seri al - nunber: 291

valid-from Mar 9 10:19:06 2021 GVII

val i d-to: Mar 4 10:19:06 2041 GMI

st at us: Certificate valid for 7174 days
narme: /usr/ nvos/cert/cacert. pem
cert-type: ca

subj ect : / O=Pl uri bus Networ ks/L=Pal o

Al to/ ST=Cal i forni a/ C=US/ CN=Pl uri bus Update Root CA

I ssuer: [/ O=Pl uri bus Networ ks/L=Pal o

Al to/ ST=Cal i forni a/ C=US/ CN=Pl uri bus Update Root CA
seri al - nunber: 17400531076958470354

val i d-from Apr 9 11:00: 34 2021 GwvIr
valid-to: Apr 4 11:00: 34 2041 GMI

st at us: Certificate valid for 7205 days
namne: [ usr/ nvos/ cert/ pkg. pem
cert-type: server

subj ect : | C=US/ ST=Cal i f or ni a/ O=PI uri bus
Net wor ks/ OU=Package/ CN=Package

i ssuer: / O=Pl uri bus Networ ks/ L=Pal o

Al t o/ ST=Cal i forni a/ C=US/ CN=PI uri bus Update Root CA
seri al - nunber: 31

valid-from Cct 15 19:24:41 2012 GVIT

val i d-to: Cct 13 19:24:41 2022 GV

st at us: Certificate valid for 458 days
namne: /usr/nvos/cert/newsw tch. pem
cert-type: server

subj ect : [ C=US/ ST=Cal i f or ni a/ O=Pl uri bus
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Net wor ks/ QU=New

Switch/ CN=New Pluribus Swtch

i ssuer: [/ O=Pl uri bus Networks/L=Pal o

Al to/ ST=Cal i forni a/ C=US/ CN=Pl uri bus Update Root CA
seri al - nunber: 290

valid-from Mar 9 10:18:37 2021 GVI

val i d-to: Mar 4 10:18:37 2041 GMI

st at us: Certificate valid for 7174 days
name: /var/nvos/cert/sw tch. pem
cert-type: server

subj ect : | C=US/ ST=Cal i f or ni a/ O=PI uri bus
Net wor ks/ OU=Swi t ch/ CN=host i d: 184560120 serial : 2126PN8500255
I ssuer: [ C=US/ ST=Cal i f or ni a/ O=PI uri bus
Net wor ks/ CN=PI| uri bus Update

Server CA

seri al - nunber: 12343

valid-from Jun 21 07:00:00 2021 GvIr

val i d-to: Jun 22 06:59:59 2041 GV

st at us: Certificate valid for 7284 days
narme: /var/ nvos/cert/cacerts. pem
cert-type: ca

subj ect : / O=Pl uri bus Networ ks/L=Pal o

Al to/ ST=Cal i forni a/ C=US/ CN=Pl uri bus Update Root CA

I ssuer: [/ O=Pl uri bus Networ ks/L=Pal o

Al to/ ST=Cal i forni a/ C=US/ CN=Pl uri bus Update Root CA
seri al - nunber: 17400531076958470354

val i d-from Apr 9 11:00: 34 2021 GwvIr
valid-to: Apr 4 11:00: 34 2041 GMI

st at us: Certificate valid for 7205 days
namne: /var/ nvos/ cert/cacerts. pem
cert-type: ca

subj ect : | C=US/ ST=Cal i f or ni a/ O=PI uri bus

Net wor ks/ OU=Updat e

Servers/ CN=Pl uri bus Update DN CA

I ssuer: [/ O=Pl uri bus Networ ks/L=Pal o

Al to/ ST=Cal i forni a/ C=US/ CN=Pl uri bus Update Root CA
seri al - nunber: 295

valid-from Mar 9 14:34:32 2021 GV
valid-to: Mar 4 14:34:32 2041 GMI

st at us: Certificate valid for 7174 days
namne: /var/ nvos/ cert/cacerts. pem
cert-type: ca

subj ect : | C=US/ ST=Cal i f or ni a/ O=PI uri bus

Net wor ks/ OU=Updat e

Servers/ CN=Pl uri bus Update Celestica CA

I ssuer: [ O=Pl uri bus Networ ks/L=Pal o

Al to/ ST=Cal i forni a/ C=US/ CN=Pl uri bus Update Root CA
seri al - nunber: 296

val i d-from Mar 9 14:40:07 2021 GVIr
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val i d-to: Mar 4 14:40:07 2041 GV

st at us: Certificate valid for 7174 days
namne: /var/nvos/cert/cacerts. pem
cert-type: ca

subj ect : [ C=US/ ST=Cal i f or ni a/ O=Pl uri bus
Net wor ks/ CN=PI| uri bus Update

Leadnman CA

i ssuer: / O=Pl uri bus Networ ks/ L=Pal o

Al t o/ ST=Cal i forni a/ C=US/ CN=PI uri bus Update Root CA
seri al - nunber: 298

valid-from Mar 9 14:45:58 2021 GVIr

val i d-to: Mar 4 14:45:58 2041 GV

st at us: Certificate valid for 7174 days
namne: /var/nvos/ cert/cacerts. pem
cert-type: ca

subj ect : [ C=US/ ST=Cal i f or ni a/ O=Pl uri bus

Net wor ks/ OU=Updat e

Server s/ CN=cb- updat e. pl uri busnet wor ks. com

i ssuer: / O=Pl uri bus Networ ks/ L=Pal o

Al t o/ ST=Cal i forni a/ C=US/ CN=PI uri bus Update Root CA
seri al - nunber: 297

valid-from Mar 9 14:43:55 2021 GVIr

val i d-to: Mar 4 14:43:55 2041 GV

st at us: Certificate valid for 7174 days
namne: /var/nvos/cert/cacerts. pem
cert-type: ca

subj ect : [ C=US/ ST=Cal i f or ni a/ O=Pl uri bus

Net wor ks/ OU=Updat e

Server s/ CN=cel esti ca-updat e2. pl uri busnet wor ks. com
i ssuer: / O=Pl uri bus Networ ks/ L=Pal o

Al t o/ ST=Cal i forni a/ C=US/ CN=PI uri bus Update Root CA
seri al - nunber: 299

valid-from Mar 9 14:47:48 2021 GVIr

val i d-to: Mar 4 14:47:48 2041 GV

st at us: Certificate valid for 7174 days
namne: /var/ nvos/ cert/cacerts. pem
cert-type: ca

subj ect : [ C=US/ ST=Cal i f or ni a/ O=Pl uri bus

Net wor ks/ OU=Updat e

Server s/ CN=cel esti ca- updat e. pl uri busnet wor ks. com

i ssuer: / O=Pl uri bus Networ ks/ L=Pal o

Al t o/ ST=Cal i forni a/ C=US/ CN=PI uri bus Update Root CA
seri al - nunber: 300

valid-from Mar 9 14:48:29 2021 GVIr

val i d-to: Mar 4 14:48:29 2041 GV

st at us: Certificate valid for 7174 days
namne: /var/ nvos/ cert/cacerts. pem

cert-type: ca
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subj ect : | C=US/ ST=Cal i f or ni a/ O=PI uri bus
Net wor ks/ OU=Updat e

Server s/ CN=ct - updat e2. pl uri busnet wor ks. com

i ssuer: [/ O=Pl uri bus Networ ks/ L=Pal o

Al to/ ST=Cal i forni a/ C=US/ CN=Pl uri bus Update Root CA
seri al - nunber: 301

valid-from Mar 9 14:49:17 2021 GVI
valid-to: Mar 4 14:49:17 2041 GvII

st at us: Certificate valid for 7174 days
name: /var/nvos/cert/cacerts. pem
cert-type: ca

subj ect : | C=US/ ST=Cal i f or ni a/ O=PI uri bus

Net wor ks/ OU=Updat e

Server s/ CN=ct - updat e. pl uri busnet wor ks. com

i ssuer: [/ O=Pl uri bus Networ ks/ L=Pal o

Al to/ ST=Cal i forni a/ C=US/ CN=Pl uri bus Update Root CA
seri al - nunber: 302

valid-from Mar 9 14:49:56 2021 GVI
valid-to: Mar 4 14:49:56 2041 GVII

st at us: Certificate valid for 7174 days
name: /var/nvos/cert/cacerts. pem
cert-type: ca

subj ect : [ C=US/ ST=Cal i f or ni a/ O=PI uri bus

Net wor ks/ OU=Updat e

Server s/ CN=st agi ng- updat e. pl uri busnet wor ks. com

i ssuer: [/ O=Pl uri bus Networ ks/ L=Pal o

Al to/ ST=Cal i forni a/ C=US/ CN=Pl uri bus Update Root CA
seri al - nunber: 303

valid-from Mar 9 14:50:26 2021 GVI
valid-to: Mar 4 14:50:26 2041 GvII

st at us: Certificate valid for 7174 days
name: /var/nvos/cert/cacerts. pem
cert-type: ca

subj ect : [ C=US/ ST=Cal i f or ni a/ O=PI uri bus

Net wor ks/ OU=Updat e

Servers/ CN=Pl uri bus Update Manufacturing CA

i ssuer: [/ O=Pl uri bus Networ ks/L=Pal o

Al to/ ST=Cal i forni a/ C=US/ CN=Pl uri bus Update Root CA
seri al - nunber: 110

valid-from Nov 4 01:08:14 2014 GvIr

val i d-to: Nov 1 01:08:14 2024 GV

st at us: Certificate valid for 1207 days
name: /var/nvos/cert/cacerts. pem
cert-type: ca

subj ect : | C=US/ ST=Cal i f or ni a/ O=PI uri bus
Net wor ks/ CN=Pl uri bus Updat e

Server CA

i ssuer: [/ O=Pl uri bus Networ ks/ L=Pal o

Al to/ ST=Cal i forni a/ C=US/ CN=Pl uri bus Update Root CA
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seri al - nunber: 304

valid-from Mar 9 14:51:10 2021 GVII

val i d-to: Mar 4 14:51:10 2041 GMI

st at us: Certificate valid for 7174 days
name: [var/ nvos/cert/cacerts. pem
cert-type: ca

subj ect : | C=US/ ST=Cal i f or ni a/ O=PI uri bus

Net wor ks/ OU=Updat e

Servers/ CN=Pl uri bus Update Advantech CA

i ssuer: [/ O=Pl uri bus Networ ks/L=Pal o

Al to/ ST=Cal i forni a/ C=US/ CN=Pl uri bus Update Root CA
seri al - nunber: 344

valid-from Apr 21 12:02:10 2021 GvIr
valid-to: Apr 16 12:02:10 2041 GMIr

st at us: Certificate valid for 7217 days
narme: /var/ nvos/cert/cacerts. pem
cert-type: ca

subj ect : | C=US/ ST=Cal i f or ni a/ O=PI uri bus

Net wor ks/ OU=Updat e

Servers/ CN=Pl uri bus Update staging CA

i ssuer: [/ O=Pl uri bus Networ ks/ L=Pal o

Al to/ ST=Cal i forni a/ C=US/ CN=Pl uri bus Update Root CA
seri al - nunber: 101

valid-from Jun 2 22:30:14 2014 GV
valid-to: May 30 22:30:14 2024 GVr
st at us: Certificate valid for 1053 days

To view the certificate expiration alert, use the command:

CLI (network-adm n@w tch) > cert-expiration-alert-show
switch: sff-pvt-ptf

net vi sor: yes

days- before-expiration(d): 180
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Enabling Administrative Services

There are many features of the Pluribus Networks fabric that require or can be
enhanced using remote access. For example, when packets are written to a log file, you
may want to transfer that file from a switch to a different system for analysis. Also, if you
are creating a NetVM environment, an |OS image of the guest OS must be loaded on the
switch.

You can enhance or modify several services such as SSH, NFS, Web, SNMP, SFTP.
To check the status of various services, use the following command:

CLI (network-adm n@eaf-1) > adm n-service-show

switch: Leaf-1
if: ngnt
ssh: on
nfs: on
web: on
web- ssl : of f
web- ssl - port: 443
web- port: 80
web- | og: of f
snnp: on
net - api : on

i cnp: on
switch: Leaf-1
if: dat a
ssh: on
nfs: on
web: on
web- ssl : of f
web- ssl - port: 443
web- port: 80
web- | og: of f
snnp: on
net - api : on

i cnp: on

To modify administrative services, use the command:

CLI  (network-adm n@eaf-1) > adm n-service-nodify
adm n-servi ce-nodi fy Modifies services on the switch.

Specify the administrative service
if if-string interface.
The options are ngnt or dat a.

Specify if you want to enable or disable

ssh| no- ssh SSH.
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Specify if you want to enable web
web| no- web management. Use this option to enable
REST APl access over HTTP.

Specify if you want to use SSL and
certificates for web services. Use this

web- ssl | no- web- ssl option to enable REST APl access over

HTTPS.
web-ssl -port web-ssl-port- .
S fy th b SSL port.
nunber pecify the we por
web- port web- port-nunber Specify the port for web management.

Specify if you want to turn web logging
on or off.

Note: This option is for use in debugging
with Pluribus support’s guidance.

web- | og| no- web- | og

Specify if you want to enable or disable
vrrp|no-vrrp VRRP.

Specify if you want to enable or disable
snnp| no- snnp SNMP.

. : Specify if you want to enable or disable
net - api | no- net - api Netvisor API.

Specify if you want to enable or disable
i cnp| no-icnp HE(:/lrerl)et Message Control Protocol

Netvisor ONE supports the file transfer method, SFTP and SFTP is enabled by default on
Netvisor ONE. Because SFTP relies on Secure Shell (SSH), you must enable SSH before
enabling SFTP.

To enable SSH, use the following command
CLI (network-adm n@eafl) > adm n-service-nodify nic ngnt ssh

To enable SFTP, use the following command:
CLI  (network-adm n@eafl) > admn-sftp-nodify enable

sftp password: <password>
confirm sftp password: <password>

The default SFTP username is sftp and the password can be changed using the adni n-
sft p- modi f y command:

CLI (network-adm n@eafl) > admn-sftp-nodify

sftp password: <password>
confirm sftp password: <password>
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To display the details, use the following commands:

CLI (network-adm n@eaf-1) > adn n-service-show

switch if ssh nfs web web-ssl web-ssl-port web-port snnp net-api icmp
Leaf-1 ngnt on off off off 443 80 on of f on
Leaf-1 data on off off off 443 80 on of f on

adm n-servi ce-show. Fabric required. Please use fabric-
create/join/show

CLI  (network-adm n@eafl) > adm n-sftp-show

swit ch: Leaf 1
sftp-user: sftp
enabl e: yes

Use SFTP from a host to the switch, and login with the username sftp and the password
configured for SFTP. Then you can download the available files or upload files to the
switch.

CLI (network-adm n@eafl) > adm n-service-show

switch nic ssh nfs web web-port snnp net-api icnp

Leaf1 nmgnt on off on 80 off on on
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Configuring Administrative Session Timeout

Netvisor ONE sets the administrator sessions to timeout after 60 minutes (by default) of
idle time or no activity, but allows you to change the timeout value to a user desirable
time. During the session timeout, you are logged out of the CLI and the Shell prompt and
your privileges changes to root user. To access the switch, you must login again using
the CLI or Shell prompt.

To verify the default or user configured session timeout value, use the command:

CLI (network-adm n@pi nel) > adm n-session-tineout-show

switch: Spinel
timeout: 1h

To modify the timeout value, use the command:

CLI (network-adm n@pi nel) > adm n-session-tineout-nodify

Specify the maximum time to wait for
timeout duration: #d#h#n#s user inactivity before terminating login
session.
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Confirming Connectivity on the Network

After connecting your switch, take the time to ensure connectivity by pinging an
external IP address (supports both IPv4 and IPv6), and pinging a domain to ensure
domain name resolution.

To ping the external network from the switch, use the pi hg command:

CLI (network-adm n@w tch) > ping 2010::2

PI NG 2010::2(2010:: 2) 56 data bytes

64 bytes from 2010: icnp_seq=1 ttl=64 tine=1.69 ns
64 bytes from 2010: icnp_seq=2 ttl =64 tine=0.412 ns
64 bytes fron12010: icnp_seq=3 ttl=64 tine=0.434 ns
64 bytes from 2010:: icnp_seq=4 ttl=64 tine=0.418 ns

NNDNN

To ping an IP address from the switch, use the ping command:

CLI (network-adm n@w tch) > ping 98.138.253.109 : 56 data
byt es

PI NG 98.138. 253. 109 (98.138.253.109) 56(84) bytes of data

64 bytes from 98.138.253.109: icnp_seq=1 ttl=47 tinme=51.8 ns
64 bytes from 98.138.253.109: icnp_seq=2 ttl=47 time=51.9 ns
64 bytes from 98.138.253.109: icnp_seq=3 ttl=47 tinme=53.6 ns

To ping a domain, use the ping command again:
CLI (network-adm n@eafl) > ping yahoo.com

PI NG yahoo. com (98. 138. 253. 109) 56(84) bytes of data.

64 bytes fromirl.fp.vip.nel. yahoo.com (98.138.253.109): icnp_seq=1 ttl=47 time=52.2
64 bytes fromirl.fp.vip.nel.yahoo.com (98.138.253.109): icnp_seq=2 ttl=47 time=52.5
64 bytes fromirl.fp.vip.nel.yahoo.com (98. 138.253.109): icnp_seq=3 ttl=47 tinme=51.9
64 bytes fromirl.fp.vip.nel.yahoo.com (98.138.253.109): icnp_seq=4 ttl=47 tinme=51.8

3333
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Setting the Date and Time

You can set the date and time on a switch by modifying the switch configuration using
the sw tch-set up-nodi f y command. For example, to change the date and time to
September 24, 2019, 09:30:00, use the following command syntax:

CLI (network-adm n@eafl) > switch-setup-nodify date 2019-09-
24T09: 30: 00

To display the configured setting, use the swi t ch- set up- showcommand:

CLI (network-adm n@eaf2) > swtch-setup-show

swi t ch- nane: Leaf 2

mgnt - i p: 10. 14. 30. 18/ 23

nmgnt - i p- assi gnnent : static

ngnt - i p6: 2721::3617: ebff:fef7:94c4/ 64
ngnt - i p6- assi gnnent : aut oconf

mgnt - | i nk- st at e: up

mgnt - | i nk- speed: 1g

i n-band-i p: 192. 168. 101. 7/ 24

i n-band-i p6: fe80: : 640e: 94f f: f e83: cef a/ 64
i n- band- i p6-assi gn: aut oconf

gat eway-i p: 10.14.30.1

dns-ip: 10.20.4.1

dns-secondary-i p: 172.16.1. 4

domai n- nane: pl uri busnet wor ks. com

nt p- server: 0. us. pool . ntp.org

nt p- secondary- server: 0. ubunt u. pool . ntp. org

ti mezone: Aneri ca/ Los_Angel es

dat e: 2019- 09- 24, 09: 30: 00

hosti d: 184555395

| ocation-i d: 7

enabl e- host - ports: yes

banner: * Wel come to Pluribus Networks Inc.
Netvisor(R). This is a nonitored system *

devi ce-i d: 1VDQX42

banner: * ACCESS RESTRI CTED
TO AUTHORI ZED USERS ONLY *

banner: * By using the Netvisor(R) CLI,you
agree to the ternms of the Pluribus Networks *

banner: * End User License Agreenent
(EULA). The EULA can be accessed via *
banner: *

http://ww. pl uri busnetworks.comeula or by using the comand
"eul a- show' *

Changing the Default Timezone

By default, Netvisor sets the default timezone to US/Pacific Standard Time (PST).
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To change the timezone, use the switch-setup-modify command:

CLI (network-adm n@eafl) > switch-setup-nodify tinezone tinme-
zone nane
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Viewing User Sessions on a Switch

Netvisor ONE enables you to view the user sessions on a specified switch and displays all
currently logged-in users along with the IP address of the user and login time when you
run the command, ngnt - sessi on- show. This information is useful for
troubleshooting purposes or while dealing on issues with Pluribus Customer Support
teams.

CLI (network-adm n@eafl) > ngnt-session-show

Specify any of the following:
user user-string Displays the user name.

cli-user cli-user-string Displays the name used to log into the

switch.
pid pid-nunber Displays the process ID.
termnal termnal-string Displays the terminal ID
fromip ip-address Displays the IP address of the user.
login-time date/tine: yyyy- Displays the time and date that the user
mm ddTHH: nm ss logged into the switch.

r -n r -n - ;
enot e-node renot e- node Displays the name of the remote node.

string
vnet vnet-string Displays the vNET assigned to the user.
type cli|api]|shell Displays the type of login session.

For example,

CLI (network-adm n@eafl) > ngnt-session-show

user cli-user pid terminal fromip | ogin-tine type

admin network-admin 13805 pts/3 10.60.1.216  11:20:52 cli

r oot net wor k-adm n 8589 pts/2 10. 14. 20. 109 11-15,17:16:17 cli
net wor k- admi n 08: 24: 10 cli

r oot 19139 pts/1 10.14.22.54  11-15,11:01: 08 shell

In this example, ther oot user represents the user who has all access by default, while
the admin user has only customized access privileges.
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Archiving Netvisor ONE Log Files Outside the Switch

Netvisor ONE enables you to archive the nvOSd log files to an external file server
periodically and these log files may be helpful for troubleshooting purposes. As a
network administrator, you can configure the following parameters to enable archiving
of the log files:

Server IP address and hostname
Username and password

Log archival interval (minimum interval is 30 minutes and the default value is 24
hours)

On configuring this feature, the log archival configuration parameters are saved in the
log_archival_config.xml file with an encrypted password string. A binary file deciphers
the configuration parameters and also the files that are to be archived. Netvisor ONE
sends an empty time-stamped directory to the configured remote server path and
subsequently, all the log files

are archived to the newly created remote directory. The new directory in the remote
server is created in the nvOS_archive.yyyymmdd_hh.mm.ss format.

Netvisor ONE uses the Secure Copy Protocol (SCP) to archive the log files from the
switch to the remote external server at specific intervals. Using the enabl e or

di sabl e parameter in the CLI command, you can start or stop archiving of the log files.
You can archive regular log files, a set pattern of log files, or a whole directory from one
of the following paths only. If you add files from other paths than the directories
specified here, Netvisor ONE displays an error.

e /var/nvOS/log/*
e /nvOS/log/*
e /var/log/*

Use the below CLI commands to configure the log archival parameters and schedule the
archival interval.

To modify the archival schedule parameters for the log files, use the command,

CLI (network-admi n@wi tch-1) > 1og-archival-schedul e-nodify

Specify to enable or disable the log

enabl e| di sabl e archival schedule.

Specify one or many of the follow ng options:

archi ve-server - user nane Specify the SCP username of log archival
<string> server.

Specify the IP address or hostname of

archi ve-server <string> .
the log archival server.
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Specify the SCP server path to archive

i - - < i >
archi ve-server-path string the log files in.

Specify the log archival interval in
archi ve-interval minutes. The range varies from 30
<30..4294967295> minutes to 4294967295 minutes with a

default value of 1440 minutes (one day).

ar chi ve-server - password

<string> Enter the SCP server password.

For example, if you had modified the log-archival-schedule by specifying the archive-
server-username as pn- user, archive-server as pn-server,and ar chi ve-
server - pat has/ hone/ pn-server/wor kspace/ | og_archi val _tests, use
the command,

CLI  (network-admi n@w tch-1) > 1|o0g-archival-schedul e-nodify
archi ve-server-usernane pn-user archive-server pn-server
archi ve-server-path /hone/pn-

server/wor kspace/l og_archival tests

To display the modified configuration, use the command,

CLI  (network-adm n@w tch-1) > | og-archival -schedul e-show

sw t ch: switch-1
ar chi ve-server - user nane: pn-user
archi ve-server: pn-server
ar chi ve-server - pat h: / hone/ pn-
server/wor kspace/l og_archival tests
enabl e: no
archive-interval (m: 1440

To add the log files to the archival list, use the command,

CLI  (network-adm n@w tch-1) > |og-archival-schedul e-files-add
log-file log-file-string

Specify a comma-separated list of log

log-file log-file-string file names to add to the archive list.

For example, to add the nvOSd. | og oraudi t. | og or all log files or a whole directory,
use the following commands:

CLI  (network-adm n@w tch-1) > |og-archival-schedul e-files-add
log-file /[var/nvOS/ | og/ nvOSd. | og

CLI (network-adm n@wi tch-1) > 1o0g-archival-schedule-files-add
log-file /var/nvOS/1og/*.log

CLI (network-adm n@wi tch-1) > 1o0g-archival-schedul e-files-add
log-file /var/log
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CLI  (network-adm n@w tch-1) > |og-archival-schedul e-files-add
log-file /nvOS/log/audit.log
To view the list of log files that you had scheduled to be archived, use the command,

CLI  (network-adm n@w tch-1) > 1og-archival-schedul e-files-
show

/[var/ nvOS/ | og/ nvOsd. | og
/var/ nvOS/ | og/ *. | og
/var/| og

/ nvOS/ | og/ audi t. | og

If you try to add an unsupported file or directory, an error message is displayed. For
example,

CLI  (network-adm n@w tch-1) > |og-archival-schedul e-files-add
l og-file /[var/nvQOS

/var/nvQ0S, not from valid |ogs supported
To remove the log files or a list of log files from the archival list, use the command,
CLI  (network-admi n@wi tch-1) > |og-archival-schedul e-files-

renmove log-file log-file-string

Guidelines and Tips

e When the | 0g-archival -schedul e isenabledandifall files are removed from
the archival list, the log-archival-schedule gets disabled.

e |fthe systemd timer expires before the previous log-archival process is finished,
then the systemd waits for the process to complete before starting the new process.
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Displaying and Managing Boot Environment (BE) Information

Netvisor ONE provides two boot environments (BEs): the current boot environment, and
the previous boot environment. The presence of two BEs enable you to rollback or
rollforward the software versions or configurations.

During software upgrade, a new boot environment is automatically created to install the
new software and after the software upgrade, the switch boots into the newly created
BE that is running the new software. Also, during software upgrade the older BE (which
was not active) is deleted, and the current BE from where software upgrade started is
preserved, and then the switch boots into newer BE with new software. This process
ensures that there are only two boot environments (BEs) after upgrade.

To display boot environment information, use the following command:

CLI (network-adm n@w tch) > bootenv-show

name version current reboot space created appl y-current-config
netvisor-1 5.2.1-15718 no no 0 02-23,04: 22: 46 fal se
netvisor-2 6.1.0-17888 yes yes 0 03- 06, 20: 47: 13 fal se

To reboot the switch into one of the boot environments other than current boot
environment, use the following command:

CLI (network-adm n@w tch) > bootenv-activate-and-reboot nane
netvi sor-1

To delete a boot environment, use the following syntax:
CLI (network-adm n@w tch) > bootenv-delete name netvisor-2

You can display information about different boot environments on the switch.
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Exporting Configurations Using Secure Copy Protocol (SCP)

Netvisor ONE supports export of switch configuration to a configuration bundle. This
functionality allows the network administrator to create configuration backups that can
be used in cases when the administrator needs to restore the switch configuration to a
previous revision of the configuration.

The switch config export functionality in Netvisor ONE can export the configuration
bundle to a local disk on the switch or can upload the configuration bundle to an external
server using Secure Copy Protocol(SCP). To upload the configuration bundle to an
external server using SCP, the upload server should support SCP protocol.

To export a switch configuration, use the command:

CLI (network-adm n@eafl) > swtch-config-export

Specify any of the following options:

export-file switch-config File name for exported configuration
export-file bundle.

upl oad- server upl oad-server - DNS Name or IP address of upload server
string and path to store configuration bundle on

the upload server.Uploads the config file
to server via SCP

For example,

CLI (network-adm n@w tch-crater) > swtch-config-export
export-file crater-backup-04142011 upl oad-server root@erver-
test-67:/var/tnp/

server password:

Upl oaded configuration to server at /var/tnp/

CLI  (network-adm n@w tch-crater) >

server password:

Upl oaded configuration to server at /root

CLI (network-adm n@w tch-crater) >

During the software upgrade process, Netvisor ONE exports the switch configuration
and makes it available at a /export directory that is accessible when the admin connects
to the switch using SFTP client. Netvisor ONE stores a maximum of three configuration
archives on the switch. All older configurations are deleted.

Similar to Netvisor configuration export functionality, during software upgrade Netvisor
can optionally upload the configuration bundle to an external upload server using SCP
protocol to create a configuration back up. Similar to switch-config-export command,
admin can use upl oad- ser ver parameter of software-upgrade command to specify
details of upload server to upload configurations to the external server.

CLI (network-adm n@w tch-crater) > software-upgrade package
nv0S- 6. 1. 0- 6010018109- onvl . pkg upl oad-server root @erver-test-
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67:/var/tnpl/

server password:

Schedul ed background update.

* software-upgrade-status-show to check the progress

* sof t war e- upgr ade-i nstant-status-show to check the instant
upgrade status

Switch wll reboot itself.DO NOT reboot manually.

CLI  (network-adm n@w tch-crater) >

On upload server, configuration bundle is saved as below(upgr ade- <host nane>-
<bename>-<sw version>-<tinmestanp>.tar.gz):

root @erver-test-67:/var/tnmp# |Is -1 | grep crater
-rwr--r-- 1 root r oot 16219 Apr 14 14:19
upgrade-switch-crater-crater-rfc-6.1.0-6010018118. 2021- 04-
14T14.19.59.tar. gz

root @erver-test-67:/var/tnp#
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Upgrading the Netvisor ONE Software

Software upgrades are a routine maintenance procedure that must be completed often.
However, there are some guidelines to consider before you start the upgrade
procedures.

Before you start the upgrade process, obtain the required upgrade software. You can
download the software manually and copy it to a switch before beginning the upgrade
procedures.

Below are the different upgrade scenarios and respective process:

Upgrading from Netvisor ONE Version 3.0.4 or Earlier

If you are upgrading from Netvisor ONE version 3.0.4 or earlier to Netvisor ONE version
5.x.x, 6.x.X, or 7.x.X, then, you must first upgrade to Netvisor ONE version 3.1.1 before
upgrading to a later release. The direct upgrade from version 3.0.4 or earlier to version
5.x.x/6.x.X/7.x.X is not supported.

Upgrading from Netvisor ONE Version 6.x.x

If you are upgrading from Netvisor ONE version 6.x.x versionto 7.0.0 GA, 7.0.0 HF, or 7.0.1
GA, the upgrade process also includes upgrading the Linux OS from Ubuntu version
16.04 to 20.04. Hence, you must use the focal upgrade image, that is, nvOS-focalupg-
7.0.1-70001xxxxx-onvl.pkg by using the command:

CLI > software-upgrade package nvG0OS-focal upg-7.0.1-70001XxXXXX-
onvl . pkg

Upgrading from Netvisor ONE Version 7.0.0 GA/HF1 version to 7.0.1 or above

If you are upgrading from Netvisor ONE version 7.0.0 GA or 7.0.0 HF1to 7.0.1 GA or
above, you need to force a release upgrade to include the kernel upgrade. Even though
Netvisor version 7.0.0 runs Ubuntu 20.04, the kernel version is different in Netvisor 7.0.1
release. To upgrade to version 7.0.1:

1. Download the focal upgrade image, for example, nvOS- f ocal upg- 7. 0. 1-
70001xxxxx-onvl . pkg.

2. RenamethefiletonvOS-force-7.0. 1- 70001xxxxx- onvl . pkg
3. Upgrade the version by using the commands:

CLI> # mv nv0OS-focal upg-7.0.1- 70001xxxxx-onvl . pkg nvGOS-
force-7.0.1-70001xxxxx-onvl . pkg

CLI > software-upgrade package nvOS-force-7.0.1-70001xXXXX-
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Note: The force rename option is relevant to focalupg image only. Please do not
rename regular upgrade image with force rename option.

General Upgrade Procedure

Software and fabric upgrade process comprises of two distinct phases: (i) the
installation (upgrade) of the new software and (ii) a switch reboot to activate the new

software.

Read this section completely before starting the software upgrade procedure.

To upgrade the software on a switch, use the software-upgrade command.

CLI (network-adm n@w tch)

sof t war e- upgr ade

package upgrade-package-
name. pkg

sof t war e- upgr ade

package upgrade-package-
name. pkg
aut o- r eboot | no- aut o- r eboot

sof t war e- upgr ade

package upgrade-package-
nane. pkg

upl oad- server
server -
nane/ i p: / path/to/ upl oad/to

upl oad-

sof t war e- upgr ade

package upgrade-package-
name. pkg
aut o- r eboot | no- aut o- r eboot

> sof tware-upgrade

Starts software upgrade on local switch
using software bundle from /sftp/import
directory.

Starts software upgrade on local switch
using software bundle from /sftp/import
directory. Use the aut o- r eboot orno-
aut o- r eboot parameter to specify
whether the switch needs to be
automatically rebooted after software
upgrade or whether admin will manually
reboot the switch at a later time to start
with new upgraded software. The default
value is auto-reboot.

This parameter is added in Netvisor ONE
6.1.0.

Starts software upgrade on local switch
using software bundle from /sftp/import
directory and uploads switch
configuration backup file to the specified
path on server using SCP.

Starts software upgrade on local switch
using software bundle from /sftp/import
directory. Use the aut o- r eboot orno-
aut o- r eboot parameter to specify
whether switch needs to be
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automatically rebooted after software
upl oad- server upl oad- upgrade or not.

server-string The default value isaut o-r eboot . The
presence of upl oad- ser ver
parameter in software-upgrade
command uploads switch configuration
bundle to the specified path on server
using SCP.

sof t war e- upgr ade- abort Aborts an in progress software upgrade.
Note that software upgrade will be
aborted when upgrade process
completes its current step and reaches
logical next step.
This command is added in Netvisor ONE
6.1.0.

sof t war e- upgr ade-r eboot Indicates the software upgrade process
to reboot the switch after software
upgrade is complete. This command is
used when no- aut o- r eboot
parameter is specified when software
upgrade is started.
This command is added in Netvisor ONE

6.1.0.
sof t war e- upgr ade-i nst ant - Displays the current (most recent status
st at us- show of software upgrade during a fabric-wide

upgrade process. This command accepts
various format options of Netvisor CLI.
This command is introduced in Netvisor
ONE6.1.0

sof t war e- upgr ade- st at us- show  Displays the current status of software
upgrade thatis in progress or completed.

Starting with Netvisor ONE 6.1.0 release, additional options such as aut o- r eboot | no-
aut o-r eboot ,abort,and manual reboot aresupportedonthesoftwar e-

upgr ade command. By using these options, you can control the automatic reboot of
switch after software upgrade completes or you can abort an upgrade thatis in
progress.

If you start software upgrade by specifying aut o- r eboot parameter for sof t war e-
upgr ade command, switch automatically reboots after software upgrade completes
and switch boots up with new software version.

However, if you start the software upgrade by specifying the no- aut o-r eboot
parameter for sof t war e- upgr ade command, switch completes the software upgrade
and waits for administrator to manually reboot the switch to boot into upgraded
software. After determining that upgrade is complete, you must issue a sof t war e-
upgr ade-r eboot command to reboot the switch to boot with upgraded software.

While software upgrade is in progress or software upgrade is complete and switch is
waiting for administrator to issue sof t war e- upgr ade- r eboot command, if you
want to abort the upgrade and keep switch in current software version, you can use
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sof t war e- upgr ade- abort command to abort the upgrade process. This scenario is

explained further in the examples below.

Note: The software-upgrade-abort and software-upgrade-reboot commands are
supported only if upgrade is started using software-upgrade command. Do not run
these commands if you started fabric wide upgrade using fabric-upgrade command.

An error message is displayed if you do so.

To start a software upgrade follow the steps below:

1. View the current version of Netvisor ONE on the switch by using command:

For example,

CLI

ver si on: 6.1. 0-6010017911

net wor k- adm n@w tch > software-show

2. ldentify the software package. Depending on the version of Netvisor ONE running on
your switch, you should use appropriate software upgrade package. Select the
appropriate upgrade bundle from the following upgrade matrix table based on the

current version on your switch:

Table 2-1: Upgrade Matrix

3.1.x GA 7.01GA Software Upgrade  nvOS-focalupg-
using release 7.0.1-7000119597-
upgrade bundle onvl.pkg

5xx0R 7.01GA Software Upgrade  nvOS-focalupg-

6.xx OR using regular 7.0.1-7000119597-
offline upgrade onvl.pkg
bundle

7.0.0 GA 7.01GA nvOS-force-7.0.1-

7.0.0 HF1 7000119581-

onvl.pkg*

*Note: The force rename option is relevant to focalupg image only. Please do not
rename regular upgrade image with force rename option.

3. Copy the upgrade package to the switch, to do:
a) Enable Secure File Transfer Protocol (SFTP) on the switch:

CLI
sftp password:
confirm sftp password:

(networ k-adm n@w tch)> adm n-sftp-nodify enable
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CLI  (network-adm n@w tch) >

b) Upload the Software package to the switch:

root @erver-o0s-9:~/# sftp sftp@w tch

The authenticity of host 'switch (10.0.0.02)' can't be
est abl i shed.

RSA key fingerprint is

SHA256: SI 8VQZgJ Cppbr F4sRcby36Fx7r z3Hh5EJI | PPy ScLZU.

Are you sure you want to continue connecting (yes/no)?
yes

Warni ng: Permanently added 'switchl, 10.0.0.02 (RSA) to
the list of known hosts.

* Welconme to Pluribus Networks Inc. Netvisor(R). This
is a nonitored system *

* ACCESS RESTRI CTED TO AUTHORI ZED USERS ONLY *

* By using the Netvisor(R) CLI,you agree to the terns
of the Pluribus Networks *

* End User License Agreenent (EULA). The EULA can be
accessed via *

* http://ww. pluribusnetworks. confeula or by using the
conmand "eul a-show' *

Passwor d:

Connected to switch

sftp> cd inport

sftp> put nv0OS- nv0OS-7.0.0-7000019033-onvl . pkg

Upl oading nvOS- nvG0OS-7.0.0-7000019033- onvl . pkg

nv0S- nv(0S-7.0. 0-7000019033-onvl . pkg

nvOS- nv0OS-7.0. 0-7000019033-onvl . pkg 100% 332MB 7.5MB/ s
04: 00

4. Start the upgrade process by using the software-upgrade command with package
parameter, which allows you to specify the name of the upgrade file. The switch gets
automatically rebooted after software upgrade is complete.

CLI (network-adm n@w tch) > software-upgrade package nvGOS-
7.0.0-7000019033- onvl . pkg

Schedul ed background update. Use software-upgrade-status-
show to check. Switch will reboot itself. DO NOT reboot
manual | y.

Caution: Do not reboot or power off the switch during the upgrade procedure.
When software upgrade is complete, switch reboots automatically.

5. Monitor the upgrade process using the software-upgrade-status-show command:

CLI (networ k- adm n@w t ch) >sof t war e- upgr ade- st at us- show
showinterval 5

[ Apr11.21:30:41] Starting software upgrade
[ Apr11. 21: 30: 42] Cdeaning old package bundles
[ Apr11. 21: 30: 42] Checking avail able disk space...
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[ Apr11. 21: 30: 42] Avbl free space: 12.69G Required: 0.62G
[ Apr11. 21: 30: 42] Unpacking |ocal package bundle...
[ Apr11. 21:30:42] Extracting initial bundle.

[ Apr11.21:30:41] Starting software upgrade ...

[ Apr11. 21: 30: 42] O eaning old package bundles

[ Apr11. 21: 30: 42] Checking avail able disk space...

[ Apr11. 21: 30: 42] Avbl free space: 12.69G Required: 0.62G
[ Apr11. 21: 30: 42] Unpacki ng |ocal package bundle...

[ Apr11. 21: 30: 42] Extracting initial bundle.

[ Apr11. 21: 30:50] Decrypting signed bundle.

[ Apr11. 21: 30: 52] Extracting signed bundle.

[ Apr11.21:31:00] Extracting packages.

[Apr11.21:31:09] Fetching repository nmnetadata.

[ Apr11. 21:31:09] Skipping dpkg update in current boot inmage
[ Apr11.21:31:11] Conputing package update requirenents.

[ Apr11.21:31:12] Upgrade agent version: 6.0.1-6000116966

[ Apr11.21:31:12] Upgrading software upgrade franmework

[ Apr11. 21:31:16] Fetching repository netadata.

[ Apr11.21:31:17] Skipping dpkg update in current boot inmage
[ Apr11.21:31:17] Conputing package update requirenents.

[ Apr11.21:31:17] Upgrade agent version: 7.0.0-7000019033

[ Apr11.21:31:17] Upgrading nvOS 6.0.1-6000116966 -> 7.0.0-
700001903

[ Apr11.21:32: 28] Ceaning up old BEs.

[ Apr11. 21: 32: 30] Upgrading nvOS 6.0.1-6000116966 -> 7.0.0-
7000019033

[ Apr11. 21: 32: 30] Software upgrade conpleted. Rebooting.

After the switch reboots and you see following message in serial console of the switch,
you can SSH to switch as the network-admin:

nvOS system i nfo:

serial nunmber: 1IXXXXXXX00059

hostid: 090XXX9d

devi ce id:

[ OK ] Started NetVisor Qperating System

Starting nvOSd Monitor...

[ OK ] Started nvOsd Monitor.

[ OK ] Reached target Milti-User System

[ OK ] Reached target G aphical Interface.

[ K] Started Stop ureadahead data collection 45s after
conpl eted startup.

Starting Update UTMP about System Runl evel Changes...

[ OK ] Started Update UTMP about System Runl evel Changes.
* Welcone to Pluribus Networks Inc. Netvisor(R). This is a
nonitored system *

* ACCESS RESTRI CTED TO AUTHORI ZED USERS ONLY *
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* By using the Netvisor(R) CLI,you agree to the terns of the
Pl uri bus Networks *

* End User License Agreenent (EULA). The EULA can be
accessed via *

* http://ww. pluribusnetworks. confeula or by using the
command "eul a-show' *

switchl |ogin: network-admn

Passwor d:

Netvisor OS Command Line Interface 6.1

Connected to Switch switch; nvOS Identifier: Ox90XXXX9; Ver:
7.0.0-7000019033

CLI  (network-adm n@w tch) > software-show

version: 7.0.0-7000019033

To verify that a standalone (non-cluster) switch is fully operational after the software
upgrade, you can use the | 0g- event - showcommand. The 'System is up for service'
log message indicates that the switch is ready for forwarding. For example:

CLI  (network-adm n@eaf1)> |o0g-event-show

category tinme name code level event-type nessage

event 2021-03-10, 23: 37: 40. 572119 systenup_al ert 11513 note system Systemis up
for service

Note: You can also use the 'System is up for service' log message to verify that a
switch is functional after a reboot or restart triggered by the following operations:
fabri c-upgrade,swi tch-reboot,nvos-restart,fabric-join,cluster
repeer,andconfig inport commands.

Apart from upgrading Netvisor ONE on individual switches, starting from Netvisor ONE
version 6.1.0, you can perform software upgrade on all switches in a fabric using

sof t war e- upgr ade from one switch and reboot the switches to perform fabric-wide
software upgrade (software upgrade on all the nodes in a fabric).

You can choose one of the below options to perform software upgrade on all switches
from one switch:

e Start software upgrade on entire fabric and reboot the switches sequentially
OR
e Start software upgrade on entire fabric and reboot all switches, but not sequentially

Start software upgrade on entire fabric and reboot the switches sequentially

Follow the steps to perform software upgrade on entire fabric and reboot the switches
sequentially:
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1. Enable SFTP on all switches and provide the credentials for each switch using the CLI
command:

CLI (network-adm n@w tch)> switch * adm n-sftp-nodify
enabl e

2. Enable shell access for network-admin role on all switches in the fabric:

CLI (network-adm n@w tch)> switch * role-nodify nane
net wor k- adm n shel |

3. Download the software upgrade bundle to each switch by entering the below
command only on one switch:

CLI (network-adm n@w tch)> switch * shell

cd /sftp/inport;wyet

http://sandy. pl uri busnet wor ks. com / of f| i ne- pkgs/ onvl / nvOS-
7.0.0/ nv0CS-7. 0. 0-7000019033-onvl . pkg

4. Start the software upgrade process on all the switches using the command:

CLI (network-adm n@wi tch)> switch * software-upgrade
package nvOS-7.0.0-7000019033-o0nvl.pkg no-auto-reboot

5. Verify that all nodes display the "Waiting for software-upgrade-abort/software-
upgrade-reboot" message by using the command individually on each switch:

CLI  (network-adm n@wi tch)> software-upgrade-status-show

6. Issue the software-upgrade-reboot command on each switch in the fabric one by one
based on the reboot sequence that best works for your deployment.

Start software upgrade on entire fabric and reboot all switches non-sequentially
Follow the steps to perform fabric-wide software upgrade without reboot sequence:

1. Enable SFTP on all switches and provide the credentials for each switch using the CLI
command:
CLI (network-adm n@w tch)> switch * adm n-sftp-nodify
enabl e

2. Enable shell access for network-admin role on all switches in the fabric:

CLI (network-adm n@w tch)> switch * role-nodify nane
net wor k- adm n shel |

3. Download the software upgrade bundle to each switch by entering the below
command only on one switch:

CLI (network-adm n@w tch)> switch * shell

cd /sftp/inport;wget

htt p://sandy. pl uri busnet wor ks. com / of f| i ne- pkgs/ onvl / nvCS-
7.0.0/ nv0s-7.0.0-7000019033- onvl . pkg
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4. Start the software upgrade process on all the switches with no-auto-reboot
command parameter:

CLI (network-admi n@w tch)> switch * software-upgrade
package nvOS-7.0.0-7000019033-o0nvl.pkg no-auto-reboot

5. Verify that all nodes display the "Waiting for software-upgrade-abort/software-
upgrade-reboot" message by using the command individually on each switch

CLI  (network-adm n@wi tch)> software-upgrade-status-show

6. Reboot all the switches except the node where you are running the commands. This
step ensures that the sof t war e- upgr ade- r eboot command is executed by all the
switches before the node where you originally started the upgrade process goes down.

CLI (network-adm n@w tch)> switch <conma separated non
controller sw tches> software-upgrade-reboot

7. Reboot the node where you started the upgrade and complete the upgrade process
of the fabric:

CLI (network-adm n@w tch)> switch <controller node>
sof t war e- upgr ade- r eboot

Below are some examples of the software upgrade that can be used when you want the

switch to not reboot automatically after upgrade is complete, but wants to reboot

manually or if you want to abort the software upgrade that is in progress.

e Usage ofthe sof t war e- upgr ade command with no- aut o- r eboot optionand
later issuing an abor t command to abort the upgrade process:

CLI (network-adm n@w tch) > software-upgrade package nvGOS-
7.0.0-7000019033-o0nvl . pkg no-aut o-reboot

CLI (network-adm n@ switch) > software-upgrade-status-show

[ Mar11.07:47:21] Starting software upgrade

[ Mar11. 07: 47: 22] Checking avail able disk space...

[ Mar11. 07:47:22] Avbl free space: 82.67G Required: 1.28G

[ Mar11. 07:47:22] Unpacking |ocal package bundle...

[ Mar11. 07:47: 22] Extracting initial bundle.

[ Mar11. 07:47: 38] Decrypting signed bundle.

[ Mar11.07:47:39] Extracting signed bundle.

[ Mar11. 07:47:56] Extracting packages.

[ Mar11. 07: 48: 13] Fetching repository nmnetadata.

[ Mar11. 07: 48: 13] Ski pping dpkg update in current boot image
[ Mar11. 07: 48: 13] Conputing package update requirenents.

[ Mar11. 07: 48:13] Upgrade agent version: 7.0.0-7000019033

[ Mar11. 07:48:13] Upgrading nvOS 6.1.0-6010017911 -> 7.0.0-
700001903

[ Mar11.07:49:01] Waiting for software-upgrade-abort/software-
upgr ade-r eboot

CLI (network-adm n@w tch) > software-upgrade-abort
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Upgrade running, schedul ed abort

CLI  (network-adm n@w tch) > software-upgrade-status-show

[ Mar11. 07:47:21] Starting software upgrade

[ Mar11. 07: 47: 22] Checking avail able disk space...

[ Mar11. 07: 47: 22] Avbl free space: 82.67G Required: 1.28G
[ Mar11. 07: 47: 22] Unpacking |ocal package bundle...

[ Mar11.07:47:22] Extracting initial bundle.

[ Mar11. 07:47: 38] Decrypting signed bundle.

[ Mar11.07:47:39] Extracting signed bundle.

[ Mar11.07:47:56] Extracting packages.

[ Mar11. 07: 48: 13] Fetching repository nmetadata.

[ Mar11. 07: 48: 13] Ski pping dpkg update in current boot inmage
[ Mar11. 07: 48: 13] Conputi ng package update requirenents.

[ Mar11. 07: 48: 13] Upgrade agent version: 7.0.0-7000019033

[ Mar11. 07:48:13] Upgrading nvOS 6.1.0-6010017911 -> 7.0.0-
700001903

[ Mar11.07:49:01] Wiiting for software-upgrade-abort/software-
upgr ade-r eboot

[ Mar11. 07: 50: 39] User indicated software-upgrade-abort

[ Mar11. 07: 50: 40] User aborted the upgrade.

[ Mar11. 07: 50: 42] Sof tware upgrade aborted

[ Mar11. 07: 50: 42] ERR Upgrade failed: User aborted the
upgr ade.

e Usage of the sof t war e- upgr ade command with no- aut o- r eboot option and
later issuing a sof t war e- upgr ade- r eboot command to complete the upgrade
process:

CLI (network-adm n@w tch) > software-upgrade package nvGOS-
7.0.0-7000019033-o0nvl . pkg no-aut o-reboot

CLI  (network-adm n@w tch) > software-upgrade-status-show

[ Mar11. 07:52:59] Starting software upgrade

[ Mar11. 07: 52: 59] Checking avail able disk space...

[ Mar11. 07: 52: 59] Avbl free space: 82.67G Required: 1.28G

[ Mar11. 07:52:59] Unpacking |ocal package bundle...

[ Mar11. 07:52:59] Extracting initial bundle.

[ Mar11. 07: 53:16] Decrypting signed bundle.

[ Mar11. 07:53: 17] Extracting signed bundle.

[ Mar11. 07:53: 33] Extracting packages.

[ Mar11. 07: 53: 50] Fetching repository netadata.

[ Mar11. 07: 53: 50] Ski ppi ng dpkg update in current boot inmage
[ Mar11. 07: 53: 50] Conputi ng package update requirenents.

[ Mar11. 07: 53:51] Upgrade agent version: 7.0.0-7000019033

[ Mar11. 07: 53:51] Upgrading nvOS 6.1.0-6010017911 -> 7.0.0-
700001903

[ Mar11.07:54:38] Wiiting for software-upgrade-abort/software-
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upgr ade-r eboot

CLI  (network-adm n@w tch) > software-upgrade-reboot
Upgrade running, scheduled reboot

CLI (network-adm n@w tch) > Shared connection to swtch
cl osed.

Check the status on the new BE:

CLI  (network-adm n@w tch) > software-upgrade-status-show

[ Mar11. 07:52:59] Starting software upgrade

[ Mar11. 07: 52: 59] Checking avail able disk space...

[ Mar11. 07: 52: 59] Avbl free space: 82.67G Required: 1.28G
[ Mar11. 07: 52: 59] Unpacki ng |ocal package bundle...

[ Mar11. 07:52: 59] Extracting initial bundle.

[ Mar11. 07: 53:16] Decrypting signed bundle.

[ Mar11. 07:53: 17] Extracting signed bundle.

[ Mar11. 07: 53: 33] Extracting packages.

[ Mar11. 07: 53: 50] Fetching repository netadata.

[ Mar11. 07: 53: 50] Ski pping dpkg update in current boot inmage
[ Mar11. 07: 53: 50] Conputi ng package update requirenents.

[ Mar11. 07: 53: 51] Upgrade agent version: 7.0.0-7000019033

[ Mar11. 07: 53: 51] Upgrading nvOS 6.1.0-6010017911 -> 7.0.0-
700001903

[ Mar11.07:54:38] Wiiting for software-upgrade-abort/software-
upgr ade-r eboot

[ Mar11. 07:57: 07] User indicated software-upgrade-reboot

[ Mar11. 07:57:08] User issued software-upgrade-reboot,
rebooting the switch.

[ Mar11. 07:57: 08] Upgrading nvOS 6.1.0-6010017911 -> 7.0.0-
7000019033

[ Mar11. 07:57: 08] Software upgrade conpleted. Rebooting.

[ Mar11. 07: 59: 35] Upgrade agent is |istening.

e Usage of the sof t war e- upgr ade command in default mode:

CLI (network-adm n@w tch) > software-upgrade package nvGOS-
7.0.0-7000019033- onvl . pkg

[ Mar11. 09: 32: 10] Starting software upgrade

[ Mar11. 09: 32: 10] Checking avail able disk space...

[ Mar11. 09: 32: 10] Avbl free space: 81.89G Required: 1.28G
[ Mar 11. 09: 32: 10] Unpacki ng |ocal package bundle...

[ Mar11.09: 32:10] Extracting initial bundle.

[ Mar11. 09: 32: 27] Decrypting signed bundle.

[ Mar11. 09: 32: 28] Extracting signed bundle.

[ Mar11. 09: 32: 44] Extracting packages.

[ Mar11. 09: 33: 01] Fetching repository netadata.
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[ Mar 11. 09: 33: 01] Ski pping dpkg update in current boot image
[ Mar11. 09: 33: 02] Conputi ng package update requirenents.

[ Mar11. 09: 33: 02] Upgrade agent version: 7.0.0-7000019033

[ Mar11. 09: 33: 02] Upgrading nvOS 6.1.0-6010017911 -> 7.0.0-
7000019033

[ Mar 11. 09: 33: 51] Upgrading nvOS 6.1.0-6010017911 -> 7.0.0-
7000019033

[ Mar11. 09: 33: 51] Software upgrade conpleted. Rebooting.
Shared connection to swtch closed.

e Usage of the sof t war e- upgr ade command in default mode and later issuing an
abort command to abort the upgrade process. The sof t war e- upgr ade- abor t
command is also supported in the default mode (same as aut o- r eboot mode):

CLI (network-adm n@w tch) > software-upgrade package nvGOS-
7. 0. 0-7000019033-onvl . pkg

CLI (network-adm n@w tch) > software-upgrade-abort

CLI (network-adm n@w tch) > software-upgrade-status-show

[ Mar11. 09:43: 04] Starting software upgrade

[ Mar 11. 09: 43: 04] Checking avail able disk space...

[ Mar11. 09: 43: 04] Avbl free space: 81.15G Required: 1.28G

[ Mar 11. 09: 43: 04] Unpacki ng |ocal package bundle...

[ Mar11. 09: 43: 04] Extracting initial bundle.

[ Mar11. 09: 43:13] User indicated software-upgrade-reboot
<============ tinme at which user initiated the conmand

[ Mar11. 09: 43: 21] Decrypting signed bundle.

[ Mar11. 09: 43: 22] Extracting signed bundle.

[ Mar11. 09: 43: 38] Extracting packages.

[ Mar11. 09: 43: 55] Fetching repository netadata.

[ Mar 11. 09: 43: 56] Ski ppi ng dpkg update in current boot inmage
[ Mar 11. 09: 43: 56] Conputi ng package update requirenents.

[ Mar 11. 09: 43: 56] Upgrade agent version: 7.0.0-7000019033

[ Mar11. 09: 43: 56] User aborted the upgrade. <================
pl ace at which actual abort is performed (consistent state)
[ Mar 11. 09: 43: 56] Software upgrade aborted

[ Mar11. 09: 43: 56] ERR Upgrade failed: User aborted the

upgr ade.

Another new command added in Netvisor ONE version 6.1.0 is the sof t war e-

upgr ade-i nst ant - st at us- showcommand, which displays the most current status
of the upgrade process of all the switches in the fabric. This command is different from
the sof t war e- upgr ade- st at us- showcommand, where all details of the upgrade
process is displayed.

Use this command to view the most recent status on each switch in the fabric when you
perform the upgrade process on all switches of the fabric (fabric-wide upgrade):

CLI (network-adm n@wi tch) > switch * software-upgrade-
i nst ant -status-show showinterval 1
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switch | og
Switchl [Marll.07:48:13] Upgrading nvOS 6.0.1-6000116966 -> 6.1.0-6010017911
Switch2 [Marll.07:48:13] Upgrading nvOS 6.0.1-6000116966 -> 6.1.0-6010017911

Theswi tch * inthe above command indicates all the switches in that fabric which is
undergoing the software upgrade process.
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Implementing a Fabric Upgrade

A switch that is part of a fabric can be upgraded locally using software-upgrade process
or you can start a fabric-wide upgrade of all nodes in the fabric.

While performing a fabric wide upgrade, the switch on which fabric-upgrade command is
issued acts as the controller node. It is mandatory to copy the package to /sftp/import/
directory of the controller node.

Netvisor ONE copies the upgrade package to other nodes in the fabric as part of fabric-
wide upgrade. The controller node monitors the progress of the upgrade on each node
and you can view the status of the upgrade using the fabric-upgrade-status-show
command. The controller node is identified by an “*” after the switch name in the status
output.

Netvisor ONE enables you to implement a fabric-wide upgrade and reboot the switches
at the same time or in a sequential order.

Upgrading the Fabric

Follow the tasks explained here to upgrade all switches in the fabric:
Upgrade Commands

Following are the commands that control the fabric upgrade process:

e fabric-upgrade-start -beginthe upgrade process on entire fabric by
specifying the package name

e fabric-upgrade- st at us- show- monitor the progress of the upgrade for each
node in the fabric

e fabric-upgrade-fini sh -finalize when upgrade is complete

e fabric-upgrade-abort -abortthe entire upgrade process and return switches
to their prior state

The f abri c- upgr ade- st art command defines all the future behavior of the
upgrade process, that is, any optional settings need to be defined with the st ar t
command. In addition, the f abri c- upgr ade- st art command acquires a
configuration lock from all the members of the fabric. No configuration changes are
permitted during the upgrade process.

Thef abri c- upgr ade- st art command includes the following options:

CLI (network-adm n@w tch) > fabric-upgrade-start

fabric-upgrade-start Starts the software upgrade or prepare
process on entire fabric.

packages sftp-files nane Comma separate list of software
bundles.

Specify between O and 7 of the following
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options:

aut o-fi ni sh| no-auto-finish

abort-on-fail ure| no-abort-on-
failure

manual - r eboot | no- manual -
r eboot

downl oad-count 1..5

pr epar e| no- pr epar e

upl oad- server
string

upl oad- server -

server-password

n NETWORKS

Automatically starts the software
upgrade on the entire fabric. The default
optionis no- aut o-fi ni sh.

Whether to abort fabric upgrade if a
node fails or not. The default option is
no- abort-on-failure.

Whether to defer to user for reboot after
upgrade.

Number of concurrent downloads. The
default value is 5 (maximum). This option
is introduced in version 6.1.0.

Perform setup steps for the actual
upgrade.

Upload config file to server via SCP.

SCP host password.

During a fabric upgrade, all members of fabric downloads the upgrade bundle from

controller node. By default, fabric upgrade allows a maximum of 5 switches in the fabric
to download the upgrade bundle from controller at a given time.

However, this can cause issues if there is bandwidth constraint or can overwhelm the
controller node if the controller is of a lower hardware specification switch. To address
this issue, starting with Netvisor ONE version 6.1.0, you can use the downl oad- count
parameter of f abri c- upgr ade command to reduce the number of concurrent
downloads depending upon your network conditions and hardware capabilities of the
controller node. By default, the downl oad- count is five.

For example, to set the download count to 2, use the command:

CLI (network-adm n@wi tch) > fabric-upgrade-start
nvOS- 6. 0. 1-6010017911-onvl . pkg downl oad-count 2

packages

Before you start the fabric-wide upgrade

1. Copyimage to /sftp/import/ directory of controller node.

2. Ensure thereis areliable in-band and/or out-off-band connectivity between fabric
members, which helps to distribute the software for the upgrade and monitor the
progress of the upgrade process. The distribution of software to the nodes of the
fabric is done in parallel, that is, each node receives the software approximately at
the same time. An independent communications link is established over the fabric
communications path to distribute the software to each node in the fabric.

3. Console access to switches are recommended.

4. Switches do not accept any configuration commands once upgrade starts, so plan
accordingly.


https://www.pluribusnetworks.com

n NETWORKS

Copying Image to the Switch

To copy the image:

First, enable Secure File Transfare Protocol (SFTP) service on all switches by using
the following command and create an /sftp/import directory:

CLI  (network-adm n@w tch)>sw tch* adm n-sftp-nodify
enabl e

sftp password:

confirm sftp password:

CLI  (network-adm n@w tch)>

OR

Enable shell access on all the switches to copy the file to the folder by using the
command:

CLlI (adm n@etvisor) > switch* role-nodify name network-
adm n shel |

And access the shell:

CLI (adm n@netvi sor) > shell
net wor k- adm n@et vi sor: ~$ cd /sftp/inport
net wor k- adm n@et vi sor:/sftp/inport$

Copy the image to /sftp/import directory

root @erver-o0s-9: ~/# sftp sftp@wtch

The authenticity of host 'switch (10.0.0.02)" can't be

est abl i shed.

RSA key fingerprint is

SHA256: SI 8VQZgJ Cppbr FAsRcby36Fx7r z3Hh5EJI | PPy ScLZU.

Are you sure you want to continue connecting (yes/no)? yes
Warni ng: Permanently added 'switch, 10.0.0.02 (RSA) to the
list of known hosts.

* Welcone to Pluribus Networks Inc. Netvisor(R). This is a
nonitored system *

* ACCESS RESTRI CTED TO AUTHORI ZED USERS ONLY *

* By using the Netvisor(R) CLI,you agree to the terns of the
Pl uri bus Networks *

* End User License Agreenent (EULA). The EULA can be
accessed via *

* http://ww. pluribusnetworks. confeula or by using the
command "eul a-show' *

Passwor d:

Connected to swtch

sftp> cd inport

sftp> put nv0S-6.1.0-6010018118-onvl . pkg

Upl oading nv0OS-6.1.0-6010018118- onvl . pkg

nvoS- 6. 1. 0- 6010018118- onvl . pkg
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nvOS- 6. 1. 0- 6010018118-onvl . pkg 100% 332MB 7.5MB/s 04: 00

Fabric upgrade with manual-reboot option
This option completes in three phases:

e Copy upgrade package to switches in fabric and start upgrade with f abri c-
upgr ade- st art command.

e Finish or abort fabric upgrade withf abri c- upgrade-fi ni shorfabric-
upgr ade- abort commands.

e Manually reboot switches with the swi t ch- r eboot command.

Starting the Fabric Upgrade

Before starting the upgrade process, ensure that all the nodes of the fabric are online,
you can use the commandf abri ¢c- node- showand check that the st at e is online
for all the nodes.

Use the following command to copy the upgrade package from controller switch to all
other switches in the fabric and start the upgrade process.

Runthef abri c- upgrade-fi ni sh command to reboot the fabric and complete the
upgrade process:

CLI network-adm n@w tch >fabric-upgrade-start packages
<i mage> nmanual - reboot

The f abri c- upgr ade- st art command defines all behavior of the upgrade process
during the upgrade, that is, any optional settings need to be defined with the “start”
command (see optional settings below). In addition, the f abri c- upgr ade- st art
command acquires a configuration lock from all the members of the fabric. No
configuration changes are permitted during the upgrade process.

The optional setting parameters for the f abri c- upgr ade- st art command includes:

e aut o-fi ni sh — specify to start software upgrade on the entire fabric. The
default is no- aut o-fi ni sh.

e abort-on-fail ure — specifyif youwant the upgrade to stop if thereis a
failure during the process.

e manual - r eboot — specify if you want to manually reboot individual switches
after the upgrade process. If you specify no-manual-reboot, all switches reboot
automatically after the upgrade is complete.

e prepar e — specify if you want to perform setup steps prior to performing the
upgrade. This step copies the offline software package and then extracts and
prepares for the final upgrade process. Once you begin the prepare process, you
cannot add new switches to the fabric.


https://www.pluribusnetworks.com

n NETWORKS

A sample upgrade process is explained below. Start the upgrade process by using the
command:

CLI (network-adm n@w tch) > fabric-upgrade-start packages
nvOS- 6. 1. 0- 6010018118-onvl . pkg auto-finish rmanual -reboot
warning: This wll start software upgrade on your entire
fabric.

Pl ease confirm y/n (Default: n):y

Schedul ed background update.

Use:

* fabric-upgrade-status-show to check progress

* fabric-upgrade-finish to finalize when conplete

* fabric-upgrade-abort to cancel cleanly

* swtch-reboot on each switch in fabric to reboot manually
when conplete

Monitoring the Upgrade Process

The controller node monitors the progress of the upgrade on each node and reports the
status of the upgrade by using the f abr i c- upgr ade- st at us- showcommand.
There are many interim steps to the upgrade process and to continually monitor the
upgrade process use the show-interval (in seconds) option with thef abri c-

upgr ade- st at us- showcommand:

Use the following commands to:

e To monitor the progress of the upgrade for each node in the fabric:

CLI (network-adm n@w tch) > fabric-upgrade-status-show
For example,

CLI (network-adm n@w tch) > fabric-upgrade-status-show show
interval 5

| og Swi tch state cluster
(0: 00: 36) Agent needs restart eqg-col o-7 Agent restart wait aqr07-
08(sec)

(0:00: 34) Agent needs restart tucana-col o-7 Agent restart wait spine-
cl (sec)

(0:03:57)Extracting signed bundle. aquarius-test-1 Running
aquari us-test-1-2(sec)

(0: 00: 45) Agent needs restart dorado-test-3 Agent restart wait dorado-
test-2-3(sec)

(0:03:57)Extracting signed bundle. aqr08 Runni ng aqr07-
08(pri)

(0: 00: 28) Agent needs restart SwW t ch* Agent restart wait spine-

cl(pri)
(0:03:57)Extracting signed bundle. aquarius-test-2 Running


https://www.pluribusnetworks.com

n NETWORKS

aquarius-test-1-2(pri)
(0:00: 38) Agent needs restart
test-2-3(pri)

(0:01: 00) Agent needs restart scor pi usl0
(0:00: 47) Agent needs restart vnv-nmini-1
| og switch

dorado-test-2 Agent restart wait dorado-
Agent restart wait none
Agent restart wait none
state cluster

(0:00: 36) Agent needs restart eq-col o-7 Agent restart wait aqr07-
08(sec)
(0:00: 34) Agent needs restart tucana-col o-7 Agent restart wait spine-
cl (sec)

(0:04: 02) Extracti ng packages.
aquari us-test-1-2(sec)

(0: 00: 45) Agent needs restart
test-2-3(sec)

aquari us-test-1 Running

dorado-test-3 Agent restart wait dorado-

(0:04:02)Extracting signed bundle. aqr08 Runni ng aqr07-
08(pri)
(0:00: 28) Agent needs restart sSwW t ch* Agent restart wait spine-
cl(pri)

(0:04: 02) Extracti ng packages.
aquarius-test-1-2(pri)

aquari us-test-2 Running

(0:00: 38) Agent needs restart dorado-test-2 Agent restart wait dorado-test-
2-3(pri)

(0:01: 00) Agent needs restart scor pi us10 Agent restart wait none
(0:00: 47) Agent needs restart vnv-mni-1 Agent restart wait none

| og switch

state cl uster

(0:01:53)Waiting for conpletion processing eqg-col o-7
Upgrade conplete aqr07-08(sec)

(0:01:25)Waiting for conpletion processing tucana-col o-7
Upgrade conpl ete spine-cl(sec)

(0:06:24)Waiting for conpletion processing aquarius-test-1
Upgrade conplete aquarius-test-1-2(sec)

(0:02:29)Waiting for conpletion processing dorado-test-3
Upgrade conpl ete dorado-test-2-3(sec)

(0:06:43)Waiting for conpletion processing aqr 08

Upgrade conplete aqr07-08(pri)

(0:01:23)Waiting to reboot t ucana- col o- 6*
Upgrade conplete spine-cl(pri)

(0:06:16)Waiting for conpletion processing aquari us-test-2
Upgrade conplete aquarius-test-1-2(pri)

(0:02:19)Waiting for conpletion processing dorado-test-2
Upgrade conplete dorado-test-2-3(pri)

(0:06:09)Waiting for conpletion processing scor pi us10

Upgrade conpl ete

none

(0:08:09) Upgradi ng nvCs 6.0.1-6000116966 -> 6.1.0-6010017911 vnv-mini-1

Runni ng none

| og switch state
cluster

(0:01:53)Current/ Reboot BE: netvisor-16 eqg-col o-7 Upgr ade

conmpl ete aqr07-08(sec)
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(0:01:25)Waiting for conpletion processing tucana- col o-7 Upgr ade
conmpl ete spine-cl(sec)

(0:06:24)Waiting for conpletion processing aquari us-test-1 Upgrade
compl ete aquarius-test-1-2(sec)

(0:02: 29)Destroy BE: netvisor-45 dorado-test-3 Upgr ade
conpl ete dorado-test-2-3(sec)

(0:06:43)Waiting for conpletion processing aqr 08 Upgr ade
compl ete aqr07-08(pri)

(0:01:23)Waiting to reboot switch* Upgrade conplete
spi ne-cl (pri)

(0:06:16) Current/ Reboot BE: netvisor-10 aquari us-test-2 Upgrade

compl ete aquarius-test-1-2(pri)
(0:02:19) Software upgrade done. WAiting for reboot dorado-test-2 Upgr ade
conmpl ete dorado-test-2-3(pri)

(0:06:09)Waiting for conpletion processing scor pi us10 Upgr ade
conmpl ete none
(0:13:17)Waiting for conpletion processing vnv-nmini-1 Upgr ade

conmpl ete none

(0:01: 53) Upgrade conpl ete eqg-col o-7 Reboot wait
aqr07-08(sec)

(0:01: 25) Upgrade conpl ete tucana-col o-7 Reboot wait
spi ne-cl (sec)

(0:06: 24) Upgrade conpl ete aquari us-test-1 Reboot wait
aquari us-test-1-2(sec)

(0:02: 29) Upgrade conpl ete dorado-test-3 Reboot wait
dor ado-t est - 2- 3(sec)

(0:06: 43) Upgrade conpl ete aqr 08 Reboot wait

aqr07-08(pri)
(0:01: 23) Sendi ng Reboot wait nessage to handler switch* Reboot wait
spine-cl (pri)

(0:06: 16) Upgrade conpl ete aquari us-test-2 Reboot wait
aquari us-test-1-2(pri)

(0:02:19) Upgrade conpl ete dorado-test-2 Reboot wait
dorado-test-2-3(pri)

(0:06: 09) Upgrade conpl ete scor pi usl0 Reboot wait
none

(0:13:17)Waiting for conpletion processing vnv-mni -1 Upgr ade

conmpl ete none
Connection to switch closed by renote host.
Connection to switch closed

The first entry in the log is the elapsed time of the upgrade process. It does not include
waiting time. The switch with the asterisk (*) is the upgrade controller node where the
fabri c- upgrade-start command was issued.

During a fabric-wide upgrade, the messages displayed by thef abri c- upgr ade-
st at us- showcommand, based on the current progress status is described in table
below:

Table 2-1: Fabric Upgrade Status Description

Message Description

The upgrade package is downloaded from

Downl oading package bundle the initial node to all the other nodes.

Extracting initial bundle Once successfully downloaded, the offline
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bundle is extracted.

Extracting signed bundle The signature of the package is verified.

The packages are extracted and readied to

Extracting packages install.

The nodes wait for the package to be

Agent needs restart extracted on all nodes of the fabric.

The switch upgrades Netvisor from the

1 *
Upgradi ng nvGs older version to the newer one

The switches wait for the user to complete
the upgrade once it completes using either
of the commands mentioned above.

Waiting for fabric-upgrade-
finish/abort

e Once the upgrade package is copied to all switches by fabric upgrade process and the
upgrade process is completed, runthe f abri c- upgr ade-fi ni shorfabri c-
upgr ade- abort command to either finish the upgrade or abort it.

CLI (network-adm n@w tch) > fabric-upgrade-finish

Once the upgrade phase is complete, all switches display the Upgrade complete
message in the log field. You can then reboot the fabric. Following is an example:

CLI (network-adm n@w tch) > fabric-upgrade-finish

| og switch state
cluster
(0:13:00)Waiting for fabric-upgrade-finish/abort SW2 Upgrade comnpl ete
spi ne(sec)
(0:12: 04)Waiting for fabric-upgrade-finish/abort sSwil* Upgrade conpl ete
spi ne(pri)
(0:16:49)Waiting for fabric-upgrade-finish/abort swl Upgrade comnpl ete
none
(0:15:27)Waiting for fabric-upgrade-finish/abort SW2 Upgrade comnpl ete
none

Fi nal i zi ng upgrade. Manual reboot of nodes required.

e Manual reboot: each switch in the fabric need to be manually rebooted after the
upgrade is completed. The f abri c- upgr ade- st at us- show command displays
the status as switch waiting to reboot. For example,

CLI (network-adm n@w tch) > fabric-upgrade-status-show
fabric-upgrade-status-show. Switch waiting to reboot

At this point, upgrade is completed on all switches, reboot switches one at a time by the
following command:

CLI (network-adm n@w tch) > switch-reboot
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Note: You should reboot the controller switch at the end only.

Note: All the nodes of the fabric should be running the same software version for the
Netvisor ONE features to work correctly.

e During theinstallation, if there is any issue, the upgrade process can be rolled back
using the command f abri c- upgr ade- abor t. To abort the upgrade process and
return the switches to their prior state (no reboot needed):

CLI (network-adm n@wi tch) > fabric-upgrade-abort

Aborts the fabric upgrade process. All changes to the switches are cleaned up and
the server-switches do not reboot. The configuration lock on the fabric is also
released. If youissue the f abri c- upgr ade- abort command during the upgrade
process, it may take some time before the process stops because the upgrade has to
reach a logical completion point before the changes are rolled back on the fabric. This
allows the proper cleanup of the changes.

Warning: DO NOT use the switch-reboot command to reboot the switch while
upgrade is in progress.

Note: During the fabric-upgrade process, the fabric configuration is locked
throughout the entire process and you cannot change any configurations during the
process.

Related Command:

Other related commands for fabric-upgrade includes:

e fabric-upgrade-prepare-cancel — cancels afabric upgrade that was
prepared earlier.

e fabric-upgrade-prepare-resunme — resume a fabric upgrade that was
prepared earlier.

e fabric-upgrade-prepare- show— displays the status of prepared upgrades on
the fabric nodes.

Review bootenv

A new boot environment is built during the upgrade process. Upon reboot this new boot
environment becomes active and the new software is up-and-running on the switch.
Generally, it is not required to interact with the boot environments during the upgrade
process. It may be necessary to review the boot environments using the command
boot env- showif there is some failure during the upgrade process.


https://www.pluribusnetworks.com

n NETWORKS

Modifying the Fabric Password

Netvisor ONE version 6.0.0 offers support for changing and resetting the fabric
password. Use thef abri c- | ocal - nodi f y command to change the current fabric
password or reset the password forcefully.

CLI (network-adm n@wi tch) > fabric-Ilocal-nodify

fabric-1ocal -nmodify Modify fabric local information.

Specify one or more of the following

options:

vlian 0..4095 Specify the VLAN assigned to the fabric.

Use this option to change the fabric
password after confirming the current
password.

change- password change-
password-string

Use this option to reset the fabric

reset-password reset- password forcefully.

passwor d-string Note: Resetting the password requires
assistance from Pluribus support.

Specify the type of interface over which

fabric-network in-band| mgnt | the fabric administration network

vmgmt communicates.
control -network in-band| Specify the type of interface over which
mgnt | vhgnt the control plane network communicates.

fabric-adverti senent - net wor k
i nband- ngnt | i nband- vignt |
i nband- onl y| ngmt - onl y

Specify the interface to send fabric
advertisement packets on.

For example, to change the current fabric password, use the command:

CLI (network-adm n@w tch) > fabric-local-nodify change-

passwor d
Pl ease note this will disrupt fabric conmmunications affecting
user traffic till the password is changed on ALL nodes.

Pl ease confirm y/n (Default: n):<y>

current password: <current-password>

fabric password: <fabric-password>

confirm fabric password: <fabric-password>

Password changed. Please ensure that the password is changed
on all nodes of the fabric.

You can leave the<cur r ent - passwor d> field empty, if the fabric does not have a pre-
existing password. Enter the new password in the <f abr i c- passwor d> field.

If you forget the fabric password, you can reset the same with assistance from Pluribus
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support. For example:

CLI (network-adm n@w tch) > fabric-local-nodify reset-

passwor d
Please note this will disrupt fabric comunications affecting
user traffic till the password is changed on ALL nodes.

Pl ease confirm y/n (Default: n):<y>

fabric password: <fabric-password>

confirm fabric password: <fabric-password>

fabric-local -nodify: Contact Pluribus Networks to reset
passwor d

Note: Changing or resetting the fabric password on one of the nodes disrupts fabric
communication and can affect the user traffic as well. You must change or reset the
password individually on all fabric nodes to re-establish the communication.

If you modify the password on one of the nodes in a fabric, the f abri c- node- show
output displays the state of other nodes in the fabric as 'offline’.

For example, if you change the password on switchl, while switch2 and switch3 are other
nodes in the fabric, the f abr i c- node- showoutput is:

CLI (network-adm n@w tchl) > fabric-node-show |ayout vertical

nane: switchl

f ab- nane: fabriclO

mgnt - i p: 10. 10. 10. 29/ 23

i n-band-i p: 192. 168. 0. 33/ 24
I n- band- vl an-type: public

version: 6. 0. 0- 6000016140
st at e: onl i ne

firmnar e- upgr ade:
devi ce- st at e:
narme:

f ab- nane:
ngnt - i p:

I n-band-i p:

I n- band- vl an-type:

ver si on:

st at e:

firmvar e-upgr ade:
devi ce-st at e:
name:

f ab- nane:
mgnt - i p:

i n-band-i p:

i n-band- vl an-type:

ver si on:

st at e:
firmnar e- upgr ade:
devi ce-st at e:

To add a switch to a fabric, you must authenticate the f abri c-j oi n operation by using

not - requi r ed

ok

swi tch2

fabricl0

10. 10. 10. 14/ 23
192. 168. 0. 227/ 24
public

6. 0. 0- 6000016140
of fline

not - requi red

ok

swi tch3

fabricl0

10. 10. 10. 16/ 23
192. 168. 0. 223/ 24
public

6. 0. 0- 6000016140
of fline

not - requi red

ok
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the fabric password. For example:

CLI (network-adm n@w tchl) > fabric-join nanme fabricl
passwor d

fabric password: <fabric-password>

confirm fabric password: <fabric-password>

Joined fabric fabricl. Restarting nvCS. ..

If a cluster node exits a fabric, and the fabric password changes thereafter, you must
authenticate the cluster re-peer process by using the new password. For example, to re-
peer nodel with node2, use the command:

CLI (network-adm n@odel) > fabric-join repeer-to-cluster-node
node2 password

fabric password: <fabric-password>

confirm fabric password: <fabric-password>

Joined fabric fabricl. Restarting nvQCsS. ..
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Copying and Importing Configuration Files

You can create a configuration file to import to another switch by using the swi t ch-
confi g-copy-to-i nport command. To create a configuration file with the name
config-092613 to import on another switch, use the following syntax:

CLI (network-adm n@eafl1l) > switch-config-copy-to-inport
export-file config-092613

After you create the configuration file, you can exportitto / nvOS/ expor t/ directory,
and SFTP to it from the target switch.

To review the available files for import and export, use the following syntax:
CLI (network-adm n@eafl) > swtch-config-show

switch export-file
pbg- nvos config-092613.tar. gz

Depending on the available remote access services, you can now copy the configuration
file to a different switch. For example, you can SFTP to another switch using the IP
address of the switch, login as SFTP with the password that you previously set,

cd /nvOS/inport and get the configuration file.

To upload the configuration file to the target switch and set the configuration from the
configuration file, transfer the configuration file to the target switch with the IP address,
192.168.3.35.

To export a configuration to a server, use the swi t ch- confi g- export command:

CLI (network-adm n@eafl) > swtch-config-export
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Auto-configuration of IPv6 Addresses on the Management
Interface Support

IPv6 Stateless Address Auto-Configuration (SLAAC)

Like IPv4 addresses, you can configure hosts in a number of different ways for IPv6
addresses. Dynamic Host Configuration Protocol (DHCP) assigns IPv4 addresses
dynamically and static addresses assign fixed |P addresses. DHCP provides a method of
dynamically assigning addresses, and provides a way to assign the host devices other
service information like DNS servers, domain names, and a number of different custom
information.

SLAAC allows you to address a host based on a network prefix advertised from a local
network router using Router Advertisements (RA). RA messages are sent by default by
IPV6 router.

These messages are sent out periodically by the router and include following details:

e One or more IPv6 prefixes (Link-local scope)
e Prefix lifetime information
e Flag information

e Default device information (Default router to use and its lifetime)

Netvisor ONE enables SLAAC by default on the switch.

When you configure IPv6 address on the management interface during setup, the
parameter, assignment, has two options:

e none — Disables IPv6 addresses.
e autoconf — Configure the interface with SLAAC.
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Support for Local Loopback IP Addresses

Netvisor ONE uses the loopback interface as an always up and available virtual interface,

and you can assign it a unique IPv4 or IPv6 address. Netvisor ONE uses a loopback

interface as a termination address for some routing protocols, because of the availability

of the interface. Netvisor ONE allows you to configure a loopback address for a global

zone.

e Send a dedicated ping to loopback interface

e Create a BGP neighbor using the loopback Interface with OSPF so reach-ability is
there for BGP and BGP next hop self

e Make sure log messages do not show any issues

Netvisor ONE deploys the loopback IP address as persistent in the configuration and not
affected by a reboot or reset of Netvisor ONE.

To add a loopback IPv4 or IPv6 address or both to an existing configuration, use the
following syntax:

CLI (network-adm n@w tchl) > switch-setup-nodify | oopback-ip
i p-address | oopback-ipv6 i pv6-address

For example, to add the IPv4 address, 12.1.1.1, and the IPv6 address, 1212:1, use the
following syntax:

CLI (network-adm n@w tchl) > swtch-setup-nodify | oopback-ip
12.1.1.1 | oopback-ip6 1212::1

CLI (network-adm n@w tchl) > sw tch-setup-show format in-

band-i p, i n- band-i p6, | oopback-i p, | oopback-i p6, | ayout
hori zont a

i n-band-ip i n-band-i p6 | oopback-ip | oopback-ip6
150.1.1.1/24 2001::1/96 12.1.1.1 1212::1
150.1.1.2/24 2001::2/96 12.1.1.2 1212::2

After configuring the loopback address, you can SSH to the switch over the
management, in-band, or loopback interface using the following syntax:

CLI (network-adm n@w tchl) > ssh networKk-
adm n@xngnt /i nband/ | oopback i p-address>

Then from CLI, execute the shel | command to access the switch shell:

CLI  (network-adm n@w tchl) > network-adm n@w tch:~$
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Netvisor ONE enables you to use REST APl over HTTP and HTTPS to manage the
switches in a fabric, in addition to using the CLI. Though REST APl access over HTTP is
simpler to configure, Pluribus recommends using HTTPS for security reasons. The
vREST web application that runs on the switch enables the REST API client to access the

resources on the switch.

Follow the steps below to configure REST APl access over HTTP:

e Enable the web service using the command adm n- servi ce- nodi fy.

CLI (network-adm n@wi tchl)

adnm n-servi ce-nodi fy

if if-string

web| no- web

web- ssl | no- web- ssl

web- ssl -port web-ssl-port -
number

web- port web- port - nunber

web- | og| no- web-1 og

adm n-service-nodify if ngnt web

Modifies services on the switch.

Specify the administrative service
interface.
The options are ngnt ordat a.

Specify if you want to enable web
management. Use this option to enable
REST APl access over HTTP.

Specify if you want to use SSL and
certificates for web services. Use this
option to enable REST APl access over
HTTPS.

Specify the web SSL port.

Specify the port for web management.

Specify if you want to turn on or off web
logging.
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e Verify configuration using the command admi n- ser vi ce- show.

CLI (network-adm n@w tchl) adm n-servi ce-show

switch i f ssh nfs web web-ssl web-ssl-port web-port snnp net-api icnp

switchl nmgnt on off on on 443 80 on off on

switchl data on off on off 443 80 on off on

e Download Swagger tool onto the desktop and open index.html file.

e Paste the URL http://<ip-address>/vRest/api-docs into the URL field.

<ip-address> should be the hosthame or management IP address of your switch.

e Click 'Explore'. Commands are populated as below:

) swagger S ey

Pluribus Networks REST API

Pluribus Networks REST API.

Contact the developer
Apache 2.0 License

aaa-tacacs

access-lists Show/Hide | List Operations | Expand Operations
acl-ips Show/Hide | List Operations | Expand Operations
acl-macs Show/Hide | List Operations | Expand Operations
admin-services Show/Hide | List Operations | Expand Operations
admin-session-timeout Show/Hide | List Operations | Expand Operations
admin-sftp Show/Hide | List Operations | Expand Operations

Figure 2- 1: Swagger Ul for Pluribus REST API

e Right click to enable Chrome Inspect, and view the network tab to ensure that all the
commands are loaded.

e Expand one of the CLI commands to see the corresponding GET/POST/DELETE/PUT
options.

e C(Click on the model schema to view the list of configurable options supported under

that model (vVRest API) which are populated as key-value pairs. Make the required
modifications to the values and click 'Try it out!'.

Netvisor ONE Configuration Guide 7.0.1- Copyright 2021 - Pluribus Networks Page 128 of 1150
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Using cURL with REST API

To create a VLAN, use the vREST API:

$ curl -u network-adm n:pluribus!23 -H "Content -
Type: application/json" -X POST http://switchl/vRest/vlans -d

"scope": "local",

"id": 1111,

"description": "hello world"
} 1

By default, all the vRest APIs provide fabric level information. To specifically access the
resources of the switch (scope : local), the switch ID needs to be specified in the URL.

For switch ID specific information, use the command:

$ curl -u network-adm n:pluribus!23 http://sw tchl/vRest/vlans?
api . switch={hostid} | python -mjson.tool

as in the following example:

$ curl -u network-adm n:pluribus!23 http://10.10.10. 10/ vRest/ vl ans?
api . swi tch=201327131 | python -mj son.tool

For switch information listing a local scope:

$ curl -u network-adm n:pluribus!23 http://sw tchl/vRest/vlans?
api .switch=fabric | python -mjson.tool

or

$ curl -u network-adm n:pluribus!23 http://sw tchl/vRest/vlans |
pyt hon -mj son. t ool

as in the following example:

$ curl -u network-adm n:pluribus!23 http://10.110.0.48/vRest/vlans | python -m
j son. t ool

Configuring REST API Access over HTTPS

To enable HTTPS communication between a REST API client and Netvisor vVREST web
service, you have two options:

1. You can generate a self-signed certificate using Netvisor CLI and use this certificate
for REST web service.

2. After creating a self-signed certificate using Netvisor CLI, create a certificate request,
get the certificate request signed by a trusted Certificate Authority (CA), import the
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signed certificate and CA certificate into Netvisor ONE and use the certificates for REST
web service.

Follow the steps below to create the certificates and deploy them:

e Generate self-signed certificate (the private key and the certificate file, in PEM
format) using the web- cert - sel f - si gned- cr eat e command.

CLI (network-adm n@w tchl) > web-cert-self-signed-create

This command creates a self-signed
certificate and deletes any existing
certificates.

web-cert-sel f-signed-create

Specify the contact address of the
organization, starting with the country
code.

country country-string

state state-string
city city-string

organi zati on organi zation-
string

or gani zati onal -
uni t organizational -unit-
string

comMmon- name comMmon- nane-
string

Specify the state or province.

Specify the city.

Specify the name of the organization.

Specify the organizational unit.

Specify the common name. The common
name must precisely match the
hostname where the certificate is
installed.

For example:

CLI  (network-adm n@w tchl) > web-cert-self-signed-create
country US state California city "Santa C ara" organization
“"Pluribus Networks Inc" organizational-unit Engineering
common- nane  swi tchl. pl uri busnet wor ks. com

Successfully generated self-signed certificate.

e If you want to get the certificate signed by a trusted Certificate Authority(CA),
generate a CSR from the self-signed certificate by using the command web- cert -
request -create.

CLI  (network-adm n@w tchl) > web-cert-request-create

Certificate signing request successfully generated
at [ sftp/export/sw tchl. pluribusnetworks.com csr.

e Toview the CSR, use the command web- cert - r equest - show.

CLI (network-adm n@w tchl) > web-cert-request-show

web- cert-request-show

Displays the certificate signing request.
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cert-request cert-request-string Specify the name of the CSR.

For example:
CLI (network-switchl) > web-cert-request-show

cert-request

----- BEG N CERTI FI CATE REQUEST- - - - -

M | CnDCCAYQCAQEWz EL MAk GA1 UEBhMCVVIMK Cz AJ Bg NVBAg Ak NBMs wCQYDVQH
DAJTSj ELMAKk GA1UECgWCUE4 x DTALBgNVBAs MBEVUZ2c x Ej AQBgNVBAMMCW/X LAV
bG8t MICCASI wDQYJKoZI hvc NAQEBBQADggEPADCCAQoCggEBALM Z8hvZ5J+FRs
Lolsf Vt wmmLEaxyhaxD/ HNVdXSRhzbQDT20+qy Sf Qudxt WKy CsuCFFbgMUJz 7r gu
H1XI e8uwPSoxgTj LGg20sgBQ f NBTSUWMDLDuz UUPz VEEj Fb3/ 9Cg1VW u2t 1KPi m
CGqg3r cA3PCsMeCr / q+9Gz6gf Le6Rf x91yx TA44ZWs OMv gDd XAPf HOLZ5z BWEBa3
ohgOMLj y21yt DTA6aR1MBI 12MkJwev 3t 0y6n/ CLp6Zi gp5wXi Ar PPNRISZ+E7s0
MypEzzOr j FDf r NMNAGVE T3WPe i YR Yr UJ0Qs CEQ+OLuHJaNowl pJ EnK2j mB7kbk
| Hv EFmMVCAWEAAa AAMAO GCSqGSI b3DQEBBQUAA4T BAQCNI gEwz oesbui CYG7THZIN/

Rxm NcznpvJXxdl TAdzSbTWALswr ZMy X6bQqUTWEb3qvVcce D4t | ZShyl G ROCpCD
22n8LD4+e6/ FA6N j j anHkKsRWBZ7ka97TFpsUaH27sUTt f FDDkDI mvRlI Gf ns+nu
KTRNMUNi yC/ +uHovsvCxS8i s30asQ S1l kG28sZgxi svP17qnf j | b9f QC3pcv R4t

K8Cci PMUf gcl A5SqLDnCZAg1A6JBMy/ UHt UuEnzt Lr Lz4qj WjJIK3pW/dLWZc KDEz
COt 5Dr e9ByJ2RT75GdUg2c 16X YBGAWZNCzj dhPar yBnvnOOMAb6PpPniGcBQ RNn
----- END CERTI FI CATE REQUEST- - - - -

e Sendthe CSR to your trusted CA. You can copy the web- cert - r equest - show
output and send it to the CA for signing the certificate.

You can also connect to the switch by using SFTP and copy the certificate file
from /sftp/export location and send it to the CA.

If disabled, use the command adm n-sft p-nodi fy enabl e toenable SFTP.

e Upload the signed certificate, the CA root certificate, and the intermediate CA
certificate (if the certificate is signed by an intermediate CA) to /sftp/import directory
on the switch using SFTP.

For example, to upload the file server-cert.pem to the /sftp/import directory, follow the
steps below:

$ sftp sftp@w tchl
Passwor d:

sftp> cd /sftp/inport
sftp> put server-cert.pem

e Import the signed server certificate, CA root certificate, and the intermediate
certificate (if available) onto the switch using the web- cert - i nport command:

CLI  (network-adm n@w tchl) > web-cert-inport
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web-cert-inport

file-ca file-ca-string
file-server file-server-
string

file-inter file-inter-string

CLI (network-adm n@w tchl)
file-server
Successful ly

> web-cert-inport
server-cert.pem file-inter
i mported certificates.

n NETWORKS

This command imports certificates
from /sftp/import directory.

Specify the name of the CA certificate
file.

Specify the name of server certificate
file (signed by CA).

Specify the name of intermediate CA
certificate file.

file-ca ca.pem
i nt er medi at e. pem

e Aftertheimportis successful, enable web- ssl using the adnm n- servi ce-

nodi f y command.

CLI (network-adm n@w tch)
ssl

> adm n-service-nodify if

mgnt  web-

e Download the Swagger tool and follow the general steps above to complete the

configuration of REST APl access.

Related Commands

e wWeb-cert-cl ear

Use this command to delete previously generated certificates.

For example:
CLI (network-adm n@w tchl)
Successfully deleted all

e web-cert-info-show

> web-cert-clear
certificate files.

Use this command to display web certificate information.

CLI  (network-adm n@w tchl)
web-cert-i nfo-show

Specify any of the following options:

cert-type calinternediate|
server

subj ect subject-string

i ssuer issuer-string

seri al -nunber seri al - nunber

valid-from valid-fromstring

web-cert-info-show

Displays the web certificate information.

Specify the one among the options as
the certificate type.

Specify the the subject of the certificate.
Specify the issuer of the certificate.

Specify the serial number of the
certificate.

Specify the time from which the
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certificate is valid.

Specify the time at which the certificate

valid-to valid-to-string expires and is no longer valid.

For example:
CLI  (network-adm n@w tchl) web-cert-info-show

Swi t ch: switchl

cert-type: ca

subj ect : | C=US/ ST=CA/ L=SJ/ O=PN QU=Engg/ CN=swi t chl
i ssuer: [ C=US/ ST=CA/ L=SJ/ O=PN OU=Engg/ CN=swi t chl
serial -nunber: 1

valid-from May 7 18:16:10 2019 GVIr

val i d-to: May 6 18:16:10 2020 GV

sSwi t ch: switchl

cert-type: server

subj ect : | C=US/ ST=CA/ L=SJ/ O=PN QU=Engg/ CN=swi t chl

i ssuer: [ C=US/ ST=CA/ L=SJ/ O=PN OU=Engg/ CN=swi t chl
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Using cURL to Implement SSL Certificates

Use cURL to automate the upload of the CA root, CA intermediate, and signed switch
certificates.

Run the following command for each of the PEM formatted certificates:
awk ''NF {sub(/\r/, ""); printf "9%\\n",$0;}" <file-nane>. pem
For example:

$ awk 'NF {sub(/\r/, ""); printf "9%\\n",$0;}" /tnp/server-
cert. pem bkp

----- BEG N CERTI FI CATE- - - - -

\ nM | DHDCCAg QCAQEWDQYJKoZI hv c NAQEL BQAWDEL MAK GA1UEBhMCSU4x Cz AJBgNV\ nB
AgMAkt BMQmAVCg YDVQQHDANCTFI x Cz AJBgNVBAo VAl BOMQMVCg YDVQQLDANFTkcx\ nDz AN
BgNVBAMVBI NQSU5 FMT Ae FwOy VDAL VDQx ODMANT ZaFw0y MTAL VDQx ODMANT Za\ nMFQxCz A
JBgNVBAYTAKI OMQs wCQYDVQQ DAJ L QTEMVA0 GAL UEBWWDQK X SMQs WwCQYD\ n VQQKDAJ QT

EMVA0 GA1 UECWWDRUS HMQBWDQYDVQQDDAZTUElI ORTEWggEI MAOGCSqG nSI h3DQEBAQUAA
4|1 BDWAWggEKAol BAQCot 16ddHOLNHOr WZt 63FHYi Ar VXYl YbCDh\ nWCY6MX3suoXYvKst

vRgJkUe/ 6GbAs+vYt wRi 2bDqdDsgTC5+Qo4Snj r dTcTMB8F+

\ n0Qzgqv02c+dbzk5Ccl Ukl j qgOPHGXRPGOVhou8B/ 6L1 9Hg5Xk GHFSf aDGQTM39uj 2\ nz
zvr MOFn96gzpTBoh40sMol pnKQLr V&G | NxaBxhMB42c1j n1CVniXss/ uHMQeang\ nsVhP
Tyni kyx| r DM 9gh/ 2X1EwzVzpAnUBTUZvJ9r gr ceC9GcuGri PZgxxSr uNbOwA nK8xsyH8
/ hLwhK4Axgu3a+l f mKFmSW ywne x| nQ) +) wi MPA/ Ty 55AgMBAAEWDQYJ\ nKoZl hvcNAQ
ELBQADggEBAEROD/ 2FcNU6Z6W 6eKbyH855KkHSr JygeUBeoCVOr nCh\ nqdnAsFX3aYwi U
G zSFXpWA3bRr 3L7X0Y01x7VSvwW TuDvwA43I | K29r OF r SvoPi w nf 7f hU7bszl Uc2GAu
MO CEdYBNnSI 1Dzf BawUc PmbDmmtci 27k0po53KDWIbxkBI ZR\ n2Ch25LXkng8ZBzE4vgS
+mAWA36nToazBl/ vDTMABULVzOU U3cdcj JUnJdBevTbX\ nThP691s HVMED8B8Fh| 08Bz
I ImQQOQqpltj pl FqlEa90EFNT5UsgKvJYy48gEPI WHr \ nhRI HysvZXF/ dght r LXDVSBWLI

Lof UsD@sh+gqLxpol+k=\n----- END CERTI FI CATE- - - - - \'n

Copy the output into the JSON payload.

Note: The escape character syntax of \n" must be used as highlighted in red in the
example below. Otherwise, the script will fail, and the certificates will not install.
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$ curl -u network-adm n:test123 http://10.100. 64. 5/ vRest / web-
certs/upload -H "content-type: application/json" -v -X POST -d
‘{"cert-ca":"----- BEG N CERTI FI CATE- - - - -

\ nM | DHDCCAg QCAQEWDQYJKoZI hvc NAQEL BQAWVDEL MAK GA1UEBhMCSU4x Cz AJBgNV\ nB
AgMAkt BMQmCg YDVQQHDANCTFI x Cz AJBgNVBAo VAl BOMQMVCg YDVQQLDANFTkcx\ nDz AN
BgNVBAMVBI NQSU5 FMT Ae FwOy VDAL VDQx ODMANT ZaFwOy MITAL VDQx ODMANT Za\ nMFQx Cz A
JBgNVBAYTAKI OMQs wCQYDVQQ DAJ L QTEMVA0 GAL UEBWWDK X SMQs WwCQYD\ n VQQKDAJ QT
EMVA0 GA1 UECWWDRUS HMQBWDQYDVQQDDAZTUEI ORTEWggEI MAOGCSqG nSI h3DQEBAQUAA
4|1 BDWAWggEKAol BAQCot 16ddHOLNHOr WZt 63FHYi Ar VXYl YbCDh\ nWCY6MX3suoXYvKst
VRgJkUe/ 6G5As+vYt WRi 2bDqdDsgTC5+Qo4Snj r dTc TMB8F+

\ n0Qzgqv02c+dbzk5Ccl Ukl j qqOPHGXRPGOVhou8B/ 6L1 9Hg5Xk GHFSf aDGQTM39uj 2\ nz
zvr MOFn96gzpTBoh40sMol pnKQLr V&G | NxaBxhMB42c1j n1CVniXss/ uHMQeang\ nsVhP
Tyni kyx| r DM 9gh/ 2X1EwzVzpAnUBTUZvJ9r gr ceCI9GcuGri PZgxxSr uNbOwA nK8xsyH8
/ hLwhK4Axgu3a+l f mKFmSW ywne x| nQ) +) wi MPA/ Ty 55AgMBAAEWDQYJ\ nKoZI hvcNAQ
ELBQADggEBAEROD/ 2FcNU6Z6W 6eKbyH855KkHSr JygeUBeoCVOr nCh\ nqdnAsFX3aYwi U
G zSFXpWA3bRr 3L7X0Y01x7VSvwW TuDvwA43Il | K29r F r SvoPi w nf 7f hU7bszl Uc2GAu
mMJOCEdYBnSI 1Dzf BawUc PrbDmmtci 27k0po53KDWIbxkBI ZR\ n2Ch25LXkng8ZBzE4vgS
+mAWA36nToazBl/ vDTMABULVzOU U3cdcj JUnJdBevTbX\ nThP691s HVMED8B8Fh| 08Bz
I ImQQOQqpltj pl FqlEa90EFNT5UsgKvJYy48gEPI WHr \ nhRI HysvZXF/ dght r LXDVSBW.
Lof UsD@sh+gqLxpol+k=\n----- END CERTI FI CATE- - - - - \n", "cert-
server":"----- BEGA N CERTI FI CATE- - - - -

\ nM | DHDCCAg QCAQEWDQYJKoZI hvc NAQEL BQAWVDEL MAk GA1UEBhMCSU4x Cz AJBgNV\ nB
AgMVAkt BMQWwWCg YDVQOHDANCTFI x Cz AJ BgNVBAoMAI BOMQWCg YDVQQLDANFTkcx\ nDz AN
BgNVBAMVBI NQSU5 FMT Ae FwOy VDAL VDQx ODMANT ZaFw0y MTAL VDQx ODMANT Za\ nMFQx Cz A
JBgNVBAYTAKI OMBWCQYDVQQ DAJLQTEMVAO0 GAL UEBWWDQKk X SMBWCQYD\ nVQQKDAJ QT]j
EMVA0 GA1 UECWWDRUS HMBWDQYDVQQDDAZTUEI ORTEWggEi MAOGCSqG. nSI b3DQEBAQUAA
41 BDwAWggEKAoI BAQCot 16ddHOLNHO WZt 63FHYi Ar VXYl YbCDh\ nWCY6MX3suoXYvKst
VRgJkUe/ 6GBAs+vYt wRi 2bDqdDsgTC5+Qo4Snj r dTcTMR8F+

\ n0Qzgqv02c+dbzk5Ccl Ukl j qgOPHGXRPGOVhou8B/ 6L1 9Hg5Xk G+FSf aDGQTM39uj 2\ nz
zvr MOFn96gzpTBoh40s Mol pnKQLr V&G | NxaBxhMB42c1j n1CVniXss/ uHMQeang\ nsVhP
Tyni kyxI r DM 9gh/ 2X1EwzVz pAnUBTUZvJI9r gr ceCOGcuG PZgxx Sr uNbOw\ nK8xsyH8
/ hLwhK4Axgu3a+l f mKFnSW ywne x| mQ +j wi MPA/ Ty 55Ag VBAAEWDQYJ\ nKoZl hvceNAQ
ELBQADggEBAEQOD 2FcNU6Z6W 6eKbyH855kHSr JygeU8eoCV@r nCb\ nqdnAsFX3aYw U
g zSFXpWA3bRr 3L7X0Y01x7VSvwW TuDvw4 31 | K29r F r SvoPi wA nf 7f hU7bszl Uc2GAu
mMJ9OEdYBnSI 1Dzf Bawc PmbDmmitci 27k0po53KDWIbx kBl ZR\ n2Ch25LXkng8ZBzE4vgS
+mAWA36nToazBl/ vDTMABULVzOU U3cdcj JUnJBevTbX\ nThP691sHVVED8B8Fh| 08Bz
I ImQQOQqplt j pl FqQlEa90EFNT5UsgKvJYy48gEPI WHr \ nhRI HysvZXF/ dght r LXDVSBWLI
Lof UsDQsh+gLxpol+k=\n----- END CERTI FI CATE- - - - - \n"}'

Not e: Unnecessary use of -X or --request, POST is already inferred.
Trying 10.100.64.5..

TCP_NODELAY set

Connected to 10.100.64.5 (10.100.64.5) port 80 (#0)
Server auth using Basic with user 'network-admnin
POST /vRest/web-certs/upload HTTP/ 1.1

Host: 10.100.64.5

Aut hori zation: Basic bmv0d29yaylhZGlpbj pOZXNOMII z
User-Agent: curl/7.54.0

Accept: */*

content-type: application/json

Content - Lengt h: 2348

Expect: 100-conti nue

HTTP/ 1.1 100 Conti nue
We are conpletely upl oaded and fine

*A VVVVVYVYVYVYV ¥ * *xx
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HTTP/ 1.1 200 K

Server: Apache-Coyote/ 1.1

Access-Control -AllowOrigin: *

Access- Control - Al | ow Met hods: CGET, POST, DELETE, PUT
Set - Cooki e: JSESSI ONl D=C52C3170DEEAC8BE4996FF428D152BF25;
Pat h=/vRest/; HtpOnly

< Date: Tue, 05 May 2020 19:34:05 GMI

< Content-Type: application/json

< Content-Length: 162

<

* Connection #0 to host 10.100.64.5 left intact

NNNNNA

{"result":{"status":"Success","result":[{"api.sw tch-
nane": "l ocal ", "scope":"local ", "status": " Success", "code": 0, "nessage":"
Successful ly upl oaded certificates."}]}}


https://www.pluribusnetworks.com

n NETWORKS

Running Shell Commands or Scripts Using REST API

Netvisor ONE version 5.1.0 provides the ability to run shell commands or scripts using
REST APl or through CLI commands. As a network administrator or as an admin user,
you can run the scripts from the directories /opt/nvOS/bin/pn-scripts (directory and all
files are delivered as part of pn-upgrade-agent package) and /usr/bin/pn-scripts
(backup directory for running custom scripts).

The commands introduced to enable this feature are: pn- scri pt - show (to view all
the available scripts)and pn-script-run nane <script-name> (toruna
specified script).

Usage Guidelines:

To run a custom script,

e Youshould have permission to run the script.

e You should not have any duplicate scripts in the directories, /opt/nvOS/bin/pn-scripts
and /usr/bin/pn-scripts. In case of duplicate scripts, the script from the
directory, /opt/nvOS/bin/pn-scripts takes precedence.

e [tis not recommended to execute any scripts that are manually copied to the
directory.

You can use the CLI commands or the VREST API to run the scripts. To run the scripts
using the CLI commands, for example:

To display the available scripts using the CLI command:

CLI  (network-adm n@w tch) > pn-script-show

stormc
testscript.sh

bl ock_I ear ni ng. pl
cint.sh

To display the scripts using VREST API:

$ curl -S -u network-admn:test123 http://| eo-ext-

| eaf 1/ vRest/ pn-scripts
{"data":[{"name":"stormc"},{"nane":"testscript.sh"},
{"nane":"bl ock_|earning.pl"},{"nanme":"cint.sh"}],"result":
{"status":"Success","result":[{"api.sw tch-

nane": "l ocal ", "scope": "l ocal","status":"Success", "code": 0, "nes
sage”:""}]}} %

To run the script using the CLI command:

CLI (network-adm n@w tch) > pn-script-run nane testscript.sh
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Executi ng [ opt/ nvOS/ bi n/ pn-scripts/testscript.sh:
Executing Test PN script!

To run the scripts using VREST API, use the following API call:

$ curl -S -u network-adm n:test123 -X POST http://|eo-ext-

| eaf 1/ vRest/ pn-scripts/run -d '{ "nanme" : "testscript.sh" }' -
H "Content-Type: application/json”
{"result":{"status":"Success","result":[{"api.sw tch-

nane":"| ocal ", "scope": "l ocal ", "status":"Success", "code": 0, "nmes
sage": " Executing [ opt/ nvOS/ bi n/ pn-scripts/testscript.sh:
\nExecuting Test PN script!\n"}]1}}%

To display the API docs of pn-scripts-*, use the following API call:

$ curl -S -u network-admn:test123 http://| eo-ext-

| eaf 1/ vRest / api - docs/ pn-scripts

{"api Version":"1.0.0", "swagger Version":"1.2","basePat h":"/vRes
t","resourcePath":"/pn-scripts", "produces"
["application/json", "application/x-ndjson"],"consunes":
["application/json"],"apis":[{"path":"/pn-
scripts”,"operations":

[{"method":"GET", "summary":"","notes":"","type":"pn-script-
show response", "ni ckname": "showPnScri pts", "consunes":
["application/x-wwformurl encoded"], "paraneters”:[]}]},
{"path":"/pn-scripts/run", "operati ons":

[{"method":"POST", "summary":"","notes":"","type":"result-
list","nicknane":"runPnScript","consumes":
["application/json"], "paraneters":

[{"nanme": "body","required":fal se,"type":"pn-script-

run”, " paramlype”: "body","all owMul ti ple":fal se}]}]},
{"path":"/pn-scripts/{nane}", "operations”

[{"method": " GET", "summary":"","notes":"","type":"pn-script-
show response”, "ni ckname": "showPnScri pt ByNanme", "consunes":
["application/x-ww-formurl encoded"], "paraneters”:
[{"nanme":"nane","required":true, "type":"string", "paramlype":"
ath","allowul tiple":false}]}]}],"nodels":{"result-list":
{"id":"result-list","required":
["status","result"],"properties”:{"status":
{"type":"string","enunt:["Success","Failure"]},"result":
{"type":"array","itenms":{"$ref":"result"}}}},"result":
{"id":"result","required":["api.sw tch-

nane", "scope", "status", "code"],"properties”:{"api.sw tch-
nanme": {"type":"string"}, "scope":{"type":"string", "enum:

Y

["local","fabric"]},"status":{"type":"string", "enum':
["Success","Failure"]}, "code":
{"type":"integer","format":"int32"}, "nessage":

{"type":"string"}}}, "pn-script-showresponse": {"id":
scri pt-showresponse”, "required":
["data","result"],"properties":{"data":
{"type":"array","itens": {"$ref":"pn-script-show'}},"result":
{"$ref":"result-list"}}},"pn-script-run":{"id":"pn-script-

pn-
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run","description":"Run PN script","required":

["name"], "properties": {"name":
{"type":"string","description":"desc=Scri pt to

execute: pattern="[a-zA-Z0-9 .:-]+$: pattern-hel p=letters,
nunbers, , ., :, and -"}}},"pn-script-show':{"id":"pn-script-
show', "description":"Show PN scripts","required":

["nane"], "properties":{"api.sw tch-nanme":

{"type":"string"}, "nane":
{"type":"string","description":"desc=Script to execute"}}}}}%
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Managing RMAs for Switches

In the event of a switch failure, you must raise an RMA request with the respective
hardware vendor.

After the RMA is received, do the following to reconnect the switch back in the fabric:

Power on the switch

Connect to the Console window

Configure the initial switch settings

Enable SFTP

Install or upgrade the software to the same version that was available on the failed
switch

6. Upload orimport the previously backed up Configuration file

a ks wbdeE

In Pluribus Unified Cloud Fabric, the configurations can be on per scope basis: Local ,
Cl ust er,or Fabri c scoped configurations. The scope defines the set of nodes
participating in a transaction:

e | ocal — only the local node (switch) participates in the transaction
e Cluster — only two cluster peer nodes participate in the transaction

e Fabric — all nodes in the same fabric instance participate in the transaction

Based on the switch configurations, use the below processes to restore the
configurations on an RMAed switch.

Cluster Re-Peer Process

When the failed switch is part of a cluster, Pluribus recommends the use the cluster re-
peer process to restore configuration on the failed switch . Use the f abri c-j oi n
repeer -t o- cl ust er - node command if one of the member-nodes of the cluster is
active and none of the nodes in fabric is offline, except the node that is faulty, for which
the configuration needs to be restored. In this case, using thef abri c-j oi n

r epeer -t o- cl ust er - node command is helpful because each cluster node
automatically backs-up the other node's configuration. If one node in cluster fails, the
above command restores the configuration from the other node. For details, see the
Performing the Cluster Re-peer Process in the Configuring High Availability chapter.

However, if both member-nodes of a cluster fail or is being RMAed, or in the cases where
multiple fabric member-nodes are offline, then use the swi t ch- confi g-i nport
command to restore the configuration on the cluster member-node.
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Switch Config Export and Import process

In the case of a standalone switch or a non-cluster node (switch) failure, to restore back
the configuration, Pluribus recommends the Switch Config Export-Import process. For
details, see the Configuring the Export and Import of the Switch Configurations for RMA
in the Installing Netvisor ONE and Initial Configuration chapter.

Note: As a best practice, Pluribus recommends to periodically backup the
configurations of all fabric nodes (including cluster nodes) and save the
configurations on to a external server.
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Configuring the Export and Import of the Switch
Configurations for RMA

A switch contains fabric configuration information and local configuration information
such as port settings. When a switch is replaced, removed, or otherwise disrupted, you
can restore the local configuration information if the configuration was saved earlier.

The information that is saved and restored on the local switch includes the following:

e VNETs with vNET manager running on the switch
e Port VLAN associations
e Network services running on the switch

To display a full list of the current configuration details on a switch, use the r unni ng-
conf i g- showcommand.

To save and restore the switch configuration, the following process is involved:

e Exporting (saving) the configuration
e Importing the saved configuration on the replaced (new) switch.

Note: Pluribus recommends you to take periodic backup of the switch by exporting
the configurations. In the event of a hardware failure, the exported configuration can
be imported onto a new replaced switch.

Exporting the Configuration

To save or export the switch configuration to a file, use the following command:

CLI (network-adm n@eafl) > swtch-config-export

Use this command to export the switch

swi t ch-confi g- export configuration

Specify any of the follow ng:

Specify a file name for the exported
configuration file. See Note below for
more details.

export-file switch-config
export-file

Specify this parameter to upload or save

the configuration file to an SCP server

(thatis, on a server outside the switch).
upl oad- server upl oad-server - The syntax for the upl oad- ser ver
string parameter is:

<user nane>@ser ver nane>: / <pa
th to directory on server>/.
See the example below.

The file created from the above command is a tar file, which includes a number of
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configuration files for the switch. The file is created under /nvOS/export directory.

Configuration File Naming

If yourunthesw t ch- confi g- export command without including any additional
parameters, the file created is in the format: <switch-name-fabric-
name.timestamp.tar.gz>. However, if you mention the filename for the configuration file,
for example,swi t ch-confi g-export export-file swtch-config
export-fil ecommand, thenthe configuration file format is: filename followed by
timestamp format.

For example, to export the configuration on a switch (Leafl), which is part of a fabric
(multi-VRF), use the command:

CLI (network-adm n@eafl) > switch-config-export
Exported configuration to /nvOS/export/Leafl-multi-vrf.2020-
10-11T23. 46. 38.tar.gz

where, Leaf 1 is the switchnameandnul ti - vrf isthe already configured fabric
name.

To export the configuration specifying the filename, use the command:

CLI (network-adm n@eafl) > swtch-config-export export-file
Leaf 1

Exported configuration to /nvOS/ export/Leafl.2020-10-
11T23.48.49.tar. gz

Exporting the Configuration to an External Server using Direct Command:

Usethe swi t ch- confi g- export command with theupl oad- ser ver parameter to
upload (save) the configuration file to an external SCP server by using the command
syntax:

CLI (network-adm n@eafl) > swtch-config-export export-file
<fil e-nanme> upl oad-server <usernane>@servernane>:./<path to
directory on server>/

For example, to save the configuration file with a name (here, | eaf 1- confi g),tothe
root directory of an external server (here server-testl), use the command and enter the
password:

CLI (network-adm n@eafl) > switch-config-export export-file
| eaf 1-config upl oad-server root@erver-testl:/root/

server password:

Upl oaded configuration to server at /root/

Note: If you specify the upl oad- ser ver parameter while exporting the
configuration file, you do not have to follow the secure FTP (SFTP) process described
below to upload the file to an external server.
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Pluribus recommends to use the swi t ch- conf i g- export command with the
upl oad- ser ver parameter as this process is faster, easier, and also safer during a
switch failure.

To export the configurations from all the nodes (switches) in the fabric, use the swi t ch
* switch-config-export upl oad- ser ver command. For example, if you have
six switches in a fabric, use this command to export the configurations from all six nodes
to /build/diags/<name>/tmp directory :

CLI (network-adm n@w tch) > switch * swtch-config-export
upl oad- server root @erver:/buil d/ di ags/ <name>/tnp

server password:

swi tch-config-export [switch-leafl]: swtch-leafl: Uploaded
configuration to server at /build/diags/<nanme>/tnp

server password:

switch-config-export [swtch-leaf2]: swtch-leaf2: Uploaded
configuration to server at /build/diags/<nanme>/tnp

server password:

switch-config-export [switch-leaf3]: switch-leaf3: Uploaded
configuration to server at /build/diags/<nane>/tnp

server password:

switch-config-export [switch-leaf4]: switch-leaf4: Uploaded
configuration to server at /build/diags/<name>/tnp

server password:

switch-config-export [switch-leaf4]: swtch-Ileaf4: Uploaded
configuration to server at /build/diags/<nanme>/tnp

To view the details of the saved configuration file, use the following command:
CLI (network-adm n@eafl) > swtch-config-show

switch export-file

Leaf1  Ieaf1.2020-10- 11723. 48. 49. tar. gz

To view the software version installed on the switch, use the command:

CLI (network-adm n@eafl) > software-show

ver si on: 6. 0. 1- 6000116966

Copying the Configuration to an External Server using SFTP

For any reason if you had missed using the swi t ch- confi g- export command with
the upl oad- ser ver parameter to upload the file to an external server, you can still
copy the configuration file to a different server using SFTP (secure FTP). You must
enable the transfer protocol client first before copying the files:

Note: Pluribus recommends to use the direct command as described in the Exporting
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the Configuration to an External Server using Direct Command section.

To enable SFTP, use the following command:

CLI  (network-adm n@eafl) > admn-sftp-nodify enable
paSSV\DI‘d *kkk*k k%

paSSV\Drd * %k k k k%%

CLI  (network-adm n@.eaf 1)

sftp-user: sftp

enabl e: yes

CLI  (network-adm n@.eaf 1)

Then copy the configuration file to a backup server by using the following command:

backup- user @ackupserver: ~$ sftp network-adm n@eafl
Connecting to Leafl
Passwor d:

sftp> cd /nvOS/ export
sftp> Is
| eaf 1. 2020- 10- 11T23. 48.49. tar. gz

sftp> get |eafl.2020-10-11T23.48.49.tar.gz
sftp> bye
backup- user @ackupser ver: ~$

Note: Whenever you reset a switch by using the swi t ch- confi g-r eset
command, Netvisor takes a back-up the configuration file and the file is stored in the
same location (/nvOS/export).

Importing the Saved Configuration on the Replaced (new) Switch

After the switch configuration is exported (see above section), you can import or
retrieve the configuration by usingtheswi t ch- confi g-i nport command. Before
importing the saved configuration, you must copy (upload) the file back from the backup
location.

Note: Please ensure to install the same software version (that was available on the
replaced switch) onto the new switch.
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To copy the configuration file from the backup location, use the following command:

backup- user @ackupserver: ~$ sftp network-adm n@eafl
Connecting to Leafl
Passwor d:

sftp> cd /nvCOS/inport
sftp> put | eaf 1. 2020- 10-11T23. 48. 49. tar. gz

sftp> Is
| eaf 1. 2020- 10- 11T23. 48. 49. tar. gz
sftp> bye

This command copies the configuration tar file from the backup location to

the / nvOS/ i nport directory. Onceinthe/ nvOS/ i nport directory, by using the
swi t ch-confi g-i nport command, you canimport the previously saved switch
configuration.

Import the previously saved configuration on the new switch by using theswi t ch-
confi g-i nport command:

CLI (network-adm n@eafl) > switch-config-inport inport-file
<fil e- nane>

Use this command to import the previously

SW tch-config-inport saved (exported) switch configuration

inport-file switch-config Specify the filename of the configuration
import-file file that you want to import.

Specify Optional paraneters:

This is an optional parameter. Choose:

e apply-system confi g:if youwant
to import (along with the configuration
file) the additional switch settings such
as the management IP address, in-band

appl y-system confi g|i gnore- IP address, IPv4 and IPv6 addresses,
systemconfig gateway, etc to the new switch.

e ignore-system confi g:ifyoudo
not want to import any additional
setting, import only the configuration
file. The default optionisi gnor e-
system confi g.

For example, if you want to import the previously saved configuration file ( leaf1.2020-10-
11T23.48.49.tar.gz) on the switch Leafl, use the command:

CLI (network-adm n@eafl) > switch-config-inport inport-file
| eaf 1. 2020- 10-11T23. 48.49.tar. gz

New configuration inported. Restarting nvCS. ..
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Connected to Switch Leafl; nvOS ldentifier:0xb000011; Ver:
6. 0. 1- 6000116966
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Usage Guidelines for Switch Export-lmport Process

Pluribus recommends you to backup the configurations on all switches to an external
server using the swi t ch-confi g-export  upl oad- server command to
retrieve the configurations in case of a hardware failure.

The configuration file must use the *. t ar . gz extension to be recognized by nvOS.

Importing the configuration file causes nvOS to restart which results in a brief
interruption in traffic. Hence a scheduled maintenance window is advised.

The swi t ch-confi g-i nport command imports the last backed-up configuration
and if the configuration has changed after the last backup, you must manually make
those configuration changes after restoring the previously saved configuration.
There are two options that allow you to control how theswi t ch- conf i g-

i nport command modifies the switch:

» appl y-system confi g — Whilereplacing a faulty switch, apply this
parameter tothesw t ch- confi g-i nport command if you want all the
switch settings (displayed in the swi t ch- set up- showcommand output)
including hostname, mgmt IP address, in-band IP address, etc., from the old
switch to be restored onto the new switch.

* jgnore-system config — Use this parameterif you do not want to
restore the additional switch settings from the old switch on to the new
switch. This is the default setting.

Theswi t ch-confi g-reset,sof t war e- upgr ade,andf abri c- upgr ade-

st art commands automatically back-up the configuration before executing these
commands.

To restore the configuration on a non-cluster node, use the swi t ch- confi g-

i npor t process described in this section.

To restore the configuration on a cluster member-node, Pluribus recommends to use
the cluster re-peer process. Usethefabric-join repeer-to-cluster-node
command if one of the member-nodes of the cluster is active and none of the nodes
in fabric is offline except the node that is faulty, for which the configuration needs to
be restored. This is because each cluster node automatically backs-up the other
node's configuration. |If one node in cluster fails, the above command restores the
configuration from the other node. For details, see the Performing the Cluster Re-
peer Process in the Configuring High Availability chapter.

However, if both member-nodes of a cluster fail or is being RMAed, or in the cases
where multiple fabric member-nodes are offline, then use the swi t ch- confi g-
I npor t command to restore the configuration on the cluster member-node.

Note: As a best practice, Pluribus recommends to periodically backup the
configurations on all fabric nodes, including cluster nodes and save them to an
external server.
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Contacting Technical Assistance for Troubleshooting
Purposes

While configuring and using the Netvisor ONE fabric, you can contact the Technical
Assistance Team for support. Before you contact the TAC team, gather all relevant
details regarding the issue.

Use thet ech- support - showcommand to view all details of the running
configuration that can help with TAC troubleshooting assistance. You can save and
export the log file using SFTP with TAC team.

CLI (network-adm n@w tch) > tech-support-show

Netvi sor OS5 Command Line Interface 3.1

Connected to Switch |eafswdl.xyz; nvOS Identifier:0xb000d95;
Ver: 3.1.3010113816

—=================== adnm n-servi ce-show ======================

i f ssh nfs web web-ssl web-ssl-port web-port snnp net-api
icnp

mgnt on on off off 443 80 on on on
data on on off off 443 80 on on on

——=—=—=—=—=—==—=========== adni n-sessi on-ti meout - show ==============

—==—====—=—=—=——=====—= adnin-sftp-show —==——=—==—=————=——————=————====

sftp-user: sftp

enabl e: yes

————————————————=——=—= C|uster-bringdomn-show —————————————=——=—=—=
vl ag- port - st aggered-i nterval : Os

——————————————————=—= ClUSter'bringUp'ShOW ——————————————————=—=
st at e: ports-enabl ed

| 3- port-bringup- node: st agger ed

| 3- port-staggered-interval: 3s

vl ag- port - bri ngup- node: st agger ed

vl ag- port-staggered-interval: 3s

maxi mum sync- del ay: 1m

| 3-to-vl ag- del ay: 15s

| 3-to-vl an-interface-del ay: Os

port - def er-bringup-del ay: 30s

port - def er - bri ngup- node: st agger ed

port - def er-bringup-staggered-interval: Os

<sni p>

enabl e: yes
i nterval : 30m
di sk-space: 50M
diags@erry:/build/di ags/ name$
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Configuring Switch Ports

This section contains information about the configuration and management of switch
ports.

Introduction

Displaying Port Information

Displaying Port Statistics
Configuring Ports Speed

Configuring Port Storm Control
Configuring 10/100M Override Using
Bel-Fuse SFP-1GBT-05 on F9372-X

Platforms

Configuring Fabric and vRouter

Communication via KNET

Using Port Buffering

Changing Queues 8 and 9 for Control
Traffic

Configuring Port Rate Limit
Configuring Minimum and Maximum

Bandwidth on Ports

Configuring CoS Queue Weights

Displaying and Configuring Port

Queue Statistics
Configuring Forward Error Correction

Configuring Static Pre-Emphasis
(Signal Integrity) Settings on Ports

Configuring Link Scan Mode

Configuring Maintenance Mode

Configuring Forced Port Link-up

Transceiver OIR Support

Enabling Jumbo Frame Support

Configuring Uplink Groups

Configuring Port Bandwidth

Monitoring

Configuration Using Port Description

instead of Port Number
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Introduction

Switch ports are physical interfaces (typically on the front-panel of the device) that are
associated with the switch forwarding engine(s) (that is, the forwarding ASICs). They can
carry Layer 2 and Layer 3 traffic for data plane and control plane/management purposes.

Netvisor ONE offers numerous techniques to manage and monitor the traffic that
traverses switch ports. These features include port statistics, port storm control, port
buffering, Class of Service (CoS), Forward Error Correction (FEC), jumbo frame support,
port link status detection, and others. Below are the major features discussed in this
chapter:

Port Statistics: Provide useful information such as the number of incoming and outgoing
packets (unicast, multicast, or broadcast), discarded or dropped packets, and errors.

Port Speed Configuration: Enables you to configure switch ports with different speed
values up to 100 Gbps (depending on the transceiver type).

Port Storm Control: This feature limits the percentage of the total available port
bandwidth that can be used by broadcast, multicast, or flooded unicast traffic. It can be
enabled to prevent excessive flooded traffic from degrading network performance.

Configuring Port Link Status Detection: Enables you to configure port link status
detection checks on Pluribus switches.

Port Buffering: Allocates storage space for packets that cannot be immediately
forwarded on a port.

Class of Service-based Queuing: Lets you segregate traffic into different queues based
on Class of Service priority.

Forward Error Correction: A technique to detect and correct a limited number of errors
in the transmitted data without the need for re-transmission.

Static Pre-emphasis: Static pre-emphasis settings help shape the outputs of ports into
a well-defined, clean signal.

Link Scan Mode: The Link Scan feature detects physical link state changes. You can
configure interrupt-based detection as an alternative to the software-based link scan
process.

Jumbo Frame Support: Enables ports to accept and forward jumbo frames (frames with
an MTU size greater than 1500 bytes)
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Displaying Port Information

The Netvisor ONE CLI features multiple commands that display relevant switch port
information including transceiver information, physical-to-logical port mappings, Layer 2
configuration of physical ports.

Use the por t - showcommand to display a host of parameters for all the ports with
active links. Information displayed for each port includes the IP addresses and MAC
addresses of hosts connected to that port. There can be more than one host per portifa
network device such as an external switch is connected to it.

The por t - show command also displays port status, VLAN ID, VXLAN ID, and
configuration details.

CLI (network-adm n@eafl) > port-show
port-show Displays port information.

Specify the switch network data port
number, list of ports, or range of ports.

port port-1list The range of valid port numbers
depends on the platform's hardware
configuration.

The port number printed on the device
bezel - port bezel -port-string bezel above the physical port's
receptacle.

IP address of a host connected to a

ip i p-address switch data port.

nmac nac- addr ess MAC address of a host connected to a
switch data port.

vnet vnet-nanme Name of the vNET.

bd bri dge-donai n- name Name of the bridge domain.

vlan vlan-id VLAN identifier as a value between O and

4095.
. VXLAN identifier as a value between O
vxlan vxlan-id and 16777215.
host name host name Name of a host connected to a switch
data port.

status phy-up| up| di sabl ed| hw
nat-loop|mrror-loop|mrror-

to|i nuse| PN-swi tch| PN-fabric|

PN- ot her | PN-cl ust er | PN-

i nt ernal | PN- hypervi sor | PN- Status of a switch data port.
guest | snnp- host | host | upl i nk|

dr op- pkt s| no- pkti n| no- f wd| no-

f1 ood| STP- BPDUs| LLDP| t r unk|

| 3-port|renote-| 3-port| vdp|
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dhcp| dhcpsvr bl ocked| no- BPDU
LACP- PDUs| vl ag- acti ve| vl ag-
bl ocked| st p- edge- port | LACP-
wai t | adj acency-wai t |

adj acency- check]| vl ag-wai t |

mul ti cast-router|host-

di sabl ed| | oop| vxl an-| oopback|
vl an-up]| vl e| vl e-wai t | phy-
down| down| enabl ed| err -

di sabl ed| err - bpdu- guar d| nac-
vi ol ati on| st p- bpdu- guar d| st p-
r oot - guar d| def er - bri ngup-wai t

| oop-vlans vlan-Iist

remip ip-address

| port | port-nunber
rport rport-nunber
config fd|hd|10mnm 100ni 1g|

2. 5g| 10g| 25g| 40g| 50g]| 100g|

| oopback| m rror-onl y| aut oneg|
fi ber| copper| qos|j unbo| pause|
asynetri c- pause| vxl an-

term nati on| no-1 ocal -

sw tching| fec

description description-
string

trunk trunk-nane
recover-tine duration:
#Hd#h#n#s

err-bpduguard err-bpduguard-
nunber

err-maclimt err-maclimt-

nunber

hi de- connecti ons

| i nk-det ai |

n NETWORKS

VLANSs looping on the ports.
IP address of the remote switch.
Logical port number on the switch.

Port number on the remote switch.

Configured port features.

Description of the port.

ID of the trunk that a switch data portis a
member of.

Time left for recovery from err-disable
state.

Total count of err-disables by BPDU
guard.

Total count of err-disables by MAC
address limit.

Specifies whether the connections on
switch data ports should be displayed.

Details of the link such as PHY, link,
status etc.
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For example:

CLI (network-adm n@w tch*) > port-show port 2 |ayout vertica
switch: switch

port: 2

bezel - port: 2

i p: 200.1.23.2

nac: 66: O0e: 94: b7: 90: 6f

vl an: 4091

host nane: t aur us- dev- spi ne2

st at us: up, PN-swi t ch, PN- ot her, STP- BPDUs, LLDP, | 3- port, remote-1 3-port, vl an-up
config: fd, 109

Displaying Port Numbering

Bezel interface numbers are the labels for ports on the face plate of a switch. As
Netvisor ONE supports flexing of ports (breaking a high speed port to lower speed ports)
the logical port numbers in the software may not match the bezel interface numbers.
The bezel interface numbers may deviate from the logical port numbers in order to
represent each logical port uniquely. To display the mapping of logical ports to bezel
interface numbers on Netvisor ONE platforms, use the command:

CLI (network-adm n@w tch) > bezel -portmap-show

Display the mapping of logical ports to

bezel - port map- show bezel interface numbers.

port port-nunber Logical port number.

bezel -intf bezel-intf-string Bezel interface number.

CLI  (network-adm n@w tch) > bezel -portmap-show
switch port bezel-intf

PhhhOOwONRERERER
»WN

2
3
4

As seen from the above output, the bezel interface numbers 1, 1.2,1.3, and 1.4 represent
a physical port's receptacle connected to a breakout cable with four transceivers. Such
transceivers are mapped to logical ports 1, 2, 3 and 4 respectively. For example, it can be
a 40 GbE QSFP+ receptacle that is divided into four 10 GbE SFP+ ports or a100 GbE
QSFP28 receptacle that is divided into four 25 GbE SFP28 ports. Also, you can infer from
the output that bezel interface 2 is not connected to a breakout cable as there is only a
single corresponding logical interface.
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You can display physical port information by using the port - phy- showcommand.

The command displays port state and mode, speed and auto-negotiation settings,
Ethernet mode, default VLAN, maximum frame size, and status information.

CLI  (network-adm n@w tch)
port - phy- show

port port-1list

bezel -port bezel-port-string

state of f|adm n-down|

adm npw down| bi st | df e-t uni ng|
down| |l ocal -faul t|partially-
up| renote-faul t|up|failed

aut oneg aut oneg-string

speed speed- nunber

et h-node unconfi gured|

di sabl ed| 1000base- x| sgni i |
1000base- kx| 2500base- x|
6CGbase- kr | 6CGbase-cr | 10Ghase-
kr | 10Gbase-cr| 10Ghase- sr| AN-
73| Xaui | 10Gbhase- kx4| 10Gbhase-
cx4| 24CGbase- kr 4| 24CGbase- cr 4|
40CGbase- kr 4| xI aui | 40Ghase-
cr4| 40Gbase- sr 4| no- phy-
present| M1 |gmi| TBI| 10G
XGM I | 1GRAGM | | sfi | xfi]cx|
kr4| sr4||lr4|er4|cré| cxd| kx4|
caui 4| kr2| er2|cr2|sr2|1r2|

xl aui 2| cx2| sr|lr|er]|cr| kx| kr|
zr | base- x| sys-def aul t | caui
aoc| x| ppi | psmi| base_t |
base_cx| base_| x| base_sx

max-frame max-frame-nunber

def -vl an def -vl an- nunber

CLI (network-adm n@w tch)
port bezel - port
vl an

state autoneg speed

> port-phy-show

Displays physical port information.

Specify the switch data port number, list
of ports, or range of ports. Port numbers
must be in the range of 1-64.

The bezel port number.

State of physical ports.

Auto-negotiation setting of physical
ports

Speed of physical ports.

Ethernet mode.

The Maximum Transmission Unit (MTU)
for the port.

Default VLAN identifier of the physical
port.

> port-phy-show format all

et h-npde max-frane def-
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1 1 up none
5 5 down none
9 9 down none
13 13 down none
17 17 up none
21 21 down none
25 25 down none

Displaying Transceiver Information

n NETWORKS

100000 caui 4 9412 1
100000 caui 4 1540 1
100000 caui 4 1540 1
100000 caui 4 1540 1
100000 caui 4 1540 4091
100000 caui 4 1540 1
100000 caui 4 1540 1

To display information on the transceivers connected to a switch, use the por t - xcvr -
showcommand. The displayed information includes vendor name, part number, and the

serial number of the transceiver.

CLI  (network-adm n@w tch) > port-xcvr-show

port-xcvr-show
port port-1list
bezel - port bezel -port-string

vendor - nane vendor - nane-
string

part-nunber part-nunber-
string

seri al - nunmber seri al - nunber -
string

type unknown| sfp|qgsfp

et h-nmode unconfi gur ed|

di sabl ed| 1000base- x| sgni i |
1000base- kx| 2500base- x|
6CGbase- kr | 6CGbase-cr | 10Ghase-
kr| 10Gbase-cr| 10Gbhase- sr| AN-
73| Xaui | 10Gbhase- kx4| 10Gbase-
cx4| 24CGbase- kr 4| 24Ghase- cr 4|
40CGbase- kr 4| xI aui | 40Ghase-
cr 4| 40Gbase- sr 4| no- phy-
present| M1 |gmi| TBI| 10G
XGM | 1GRGM I | sfi | xfi]cx|
kr4| sr4||lr4|erd|cré| cx4| kx4|
caui 4| kr2| er2|cr2|sr2|1r2|
xl aui 2| cx2| sr|lr|er]|cr| kx| kr|
zr | base- x| sys-def aul t| caui

Display port transceiver information.
List of ports.

The bezel port number.

Vendor name of the transceiver.

Part number of the transceiver.

Serial number of the transceiver.

Type of the transceiver.

Transceiver Ethernet mode.
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aoc| x| ppi | psmd| base_t |
base_cx| base_| x| base_sx

Active Optical Cable (AOC) or Direct

N

Attach Cable (DAC) length.

Transceiver temperature in degrees

Centigrade.

3.3V supply voltage.

Transmit bias current (mA).

Transmit power (dBm).

Receive power (dBm).

part - nurber
123456789
123456789
123456789
123456780
123456780
123456780
123456780
123456789
123456789
123456789
123456789
123456780
123456780
123456780
123456780
123456780
123456780
123456780

cbl -1 en cbl-Ien-nunber
tenp[C] tenp[(]-string
vce33[V]  vee33[V]-string
tx-biasl[m] tx-biasl[m-
string
tx-pw[dBm tx-pw|[dBni-
string
rx-pw[dBn] rx-pw][dBn-
string
CLI (network-adm n@w tch) > port-xcvr-show
switch port bezel -port vendor-nane
switch 25 25 Anmpheno
switch 27 27 Anmphenol
switch 28 28 Anphenol
switch 45 45 Pl uri busNet wor ks
switch 46 46 Pl uri busNet wor ks
switch 47 47 Pl uri busNet wor ks
switch 48 48 Pl uri busNet wor ks
switch 49 49 Anmpheno
switch 50 50 Anphenol
switch 51 51 Anphenol
switch 52 52 Anphenol
switch 53 53 Pl uri busNet wor ks
switch 54 54 Pl uri busNet wor ks
switch 55 55 Pl uri busNet wor ks
switch 56 56 Pl uri busNet wor ks
switch 65 65 Pl uri busNet wor ks
switch 66 66 Pl uri busNet wor ks
switch 67 67 Pl uri busNet wor ks
switch 68 68 Pl uri busNet wor ks

123456780

seri al - nunber
ABCO0000000DEF
ABCO0000000DEF
ABCO0000000DEF
Hl J00001

Hl J00001

HI J00001

Hl J00001
ABCO0000000DEF
ABCO0000000DEF
ABCO0000000DEF
ABCO0000000DEF
Hl J00001

Hl J00001

Hl J00001

Hl J00001

Hl J00001

Hl J00001

Hl J00001

Hl J00001

NETWORKS
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Displaying Port Statistics

The port statistics information is useful for understanding the data traffic on switch
ports. Port statistics information includes the number of incoming and outgoing packets
(classified as unicast, multicast, and broadcast), bytes dropped, bytes discarded, Head-
End-Replicated (HER) packets, and errors. Use the por t - st at s- showcommand to
display the port statistics for all active ports on a switch:

CLI  (network-adm n@w tch) > port-stats-show

port-stats-show Displays port statistics.

_ _ Specify a time for the packet count
tine date/time: yyyy-mm statistics using the timestamp format
ddThh: mm ss yyyy-mm-ddThh:mm:ss.

Specify a start time for the packet count
start-tine start-tine statistics using the timestamp format
yyyy-mm-ddThh:mm:ss.

Specify an end time for the packet count

end-tinme end-tine statistics using the timestamp format
YYYY-MM-DDTHH:MM:SS
duration duration Specify the duration in seconds.

Specify the interval between statistics

i nterval duration: #d#h#ms g
collection.

Specify if the statistics are collected

since-start|no-since-start from the start of collecting statistics.

Specify if the statistics are older than
ol der-than duration: #d#h#m#s the durationindays, hours, minutes, and
seconds.

Specify if the statistics are within the
duration in days, hours, minutes, and
seconds.

within-last duration:
#Ad#h# S

Specify one or more switch network data
port numbers. Multiple ports can be
specified as a comma-separated list of
numbers or a range (-).

port port-1list

bezel -port bezel-port-string Specify the bezel ports.

description description Displays the port description.

counter counter-nunber Displays the counter number.

i bytes i bytes-nunber Displays the incoming number of bytes.
ibits ibits-nunber Displays the number of incoming bits.

i Upkts i Upkts- nunber Displays the number of incoming unicast

packets.
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i Bpkts i Bpkts-nunber
i Mokts i Mokt s- nunber
i PauseFs i PauseFs- number

i CongDr ops i CongDr ops- nunber

i di scards idiscards-nunber
ierrs ierrs-nunber

obyt es obytes-nunber
oUpkts oUpkt s- nunber
oBpkts oBpkts-nunber
oMokt s oMokt s- nunber

oPauseFs oPauseFs- nunber

0CongDr ops 0CongDr ops- nunber

odi scards odi scards- nunber

oerrs oerrs-nunber
mu-errs ntu-errs-nunber

HER- packet s HER- pt s- nunber

HER- byt es HER- byt es- nunber

HER-bits HER-bits-nunber

CLI (network-adm n@w tch)

| ayout verti cal
time: 22:45:12
port: 1

bezel - port: 1
descri ption:
counter: 0

i byt es: 170K

> port-stats-show port

n NETWORKS

Displays the number of incoming
broadcast packets.

Displays the number of incoming
multicast packets.

Displays the number of incoming pause
frames.

Displays the number of incoming
packets dropped due to congestion.

Displays the number of incoming
packets discarded.

Displays the number of incoming
packets with errors.

Displays the number of outgoing bytes.

Displays the number of outgoing unicast
packets.

Displays the number of outgoing
broadcast packets.

Displays the number of outgoing
multicast packets.

Displays the number of outgoing pause
frames.

Displays the number of outgoing packets
dropped due to congestion.

Displays the number of outgoing
discarded packets.

Displays the number of outgoing packets
with errors.

Displays the number of MTU errors.

Displays the number of Head End
Replicated (HER) packets.

Displays the number of Head End
Replicated (HER) bytes.

Displays the number of Head End
Replicated (HER) bits.

1 format all
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ibits:
I Upkt s:
I Bpkt s:
i Mpkt s:

i PauseFs:

i CongDr ops:

i di scards:
ierrs:
obyt es:
obi ts:
oUpkt s:
oBpkt s:
oMpkt s:
oPauseFs:

0CongDr ops:

odi scar ds:
oerrs:

ntu-errs:
HER- pkt s:
HER- byt es:
HER- bi t s:

1. 39M
165
22
402

46
144K
1.18M
158

249

QOO0 O,~,OO

N

NETWORKS
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Netvisor ONE enables you to configure switch ports with different speed values up to
100 Gbps depending on the specific transceiver. For example, you must use SFP
transceivers for ports configured with speeds of 1 Gbps, and SFP+ or QSFP transceivers
for ports configured with speeds of 10 Gbps or higher.

With a transceiver that is capable of breakout configuration, you can divide a 40 Gigabit
Ethernet (GbE) port into four logical 10 GbE ports or a 100 Gigabit Ethernet (GbE) port
into four logical 25 GbE ports. You must first disable a port before creating this

configuration.

Use the port - confi g- nodi f y command to configure the desired throughput on a

port.

CLI  (network-adm n@w t ch)

port-config-nodify

Specify one among the two following
parameters:

port port-1list

description description-
string

Specify any of the following options:

speed disabl e|] 10nf 100 1g|
2.5g| 10g| 25g| 40g| 50g| 1009

egress-rate-limt unlimted

et h-node 1000base- x| sgm i |
xlaui | gmi|sfi]|xfi|cx|kr4|
sr4| 1 r4|erd|crd| cx4| kx4|

caui 4| kr2| er2|cr2|sr2|lr2|

xl aui 2| cx2| sr|lr|er]cr| kx| kr|
zr | base- x| sys-def aul t| caui
aoc| x| ppi | psn¥| base_t |
base_cx| base_| x| base_sx

aut oneg| no- aut oneg

j unbo| no-j unbo

> port-config-nodify

Modify port configuration.

Specify a single port or a list of ports.
Note: If more than one port is specified,
the list must be comma-separated
without spaces.

Specify the port description.

Specify the port speed. Ports configured
for speeds of 1G must be equipped with
SFP transceivers. Ports configured for
10G or higher must be equipped with
SFP+ or QSFP+ transceivers.

Specify an egress rate limit for the port.

Select one of the ethernet modes from
the available options.

Specify if the port auto-negotiates the
port speed with a peer.

Specify if the port forwards jumbo
frames. Jumbo frames are Ethernet
frames with more than 1500 bytes of
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enabl e| di sabl e

| acp-priority integer

reflect| no-refl ect

edge- sw t ch| no- edge-swi t ch

pause| no- pause

description description-
string

| oopback]| no- | oopback

vxl an-term nati on| no-vxl an-
term nation

mrror-only|no-mrror-
recei ve-only

port-mac- address nac-address

send- port send-port-nunber

| oop-vlans vlan-Iist

routing| no-routing

def er - bri ngup| no- def er -
bri ngup

host - enabl e| host - di sabl e

crc-check- enabl e| crc- check-
di sabl e

dscp-nmap dscp-map nane| none

| ocal - swi t chi ng| no-1 ocal -
swi t chi ng

all onwed-tpid vlan|g-in-q|g-

n NETWORKS

payload.

Specify if the port is enabled and
forwards or drops frames.

Specify the LACP priority for the port. If
you specify a low value for the priority,
the port has a higher priority. Thisis a
value between1and 65535.

Specify if the port reflects frames
received for loopback testing.

Specify if the port connects to another
Pluribus Networks device or is an uplink
to a third-party switch or host.

Specify if you want to pause traffic on
the port.

Specify a description for the port.

Specify to use loopback or no loopback.

Specify if a VXLAN terminates on a port.

Specify if the port receives mirrored
traffic only.

Specify the MAC address for the
physical port.

Specify the port to send traffic.

Specifies VLANSs that are looping on the
network.

Specify if the port is participating in
routing on the switch.

Specify if you want to delay port
activation.

Specify if you want host-facing ports
enabled or disabled.

Specify if you want CRC checking
performed by the port. This is applicable
to a switch in Virtual Wire mode. The
default valueis cr c- check- di sabl e.

Specify a DSCP map name to enable on
port.

Specify if local switching is allowed on
the port.

Specify the allowed TPID in addition to
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in-g-old 0x8100 on VLAN header

fabri c-guard| no-fabric-guard Specify if you want loop detection
enabled on the port.

fec|no-fec|fec-auto Specify to enable port forward
correction error (FEC) mode.

For example, to configure a 40 GbE port as four 10 GbE ports, use the following
command:

CLI (network-adm n@eafl) > port-config-nodify port 49-52
speed 10g

To unify the four logical ports and to set the port configuration back to 40 GbE, use the
following command:

CLI (network-adm n@eafl) > port-config-nodify port 49 speed
409
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Configuring Port Storm Control

A traffic storm occurs when packets flood the LAN, creating excessive load and
degrading network performance. When enabled, port storm control discards the excess
unicast, multicast, or broadcast traffic that is detected on a port.

Usethe port - st or m cont r ol - nodi f y command to modify the percentage of total
available bandwidth that can be used by broadcast, multicast, or unicast traffic.

CLI  (network-adm n@w tch) > port-stormcontrol-nodify

port-stormcontrol -nodify Modify port storm control configuration.
port port-1list Specify a single port or a list of ports.
unknown- ucast -| evel unknown- Specify the bandwidth to be allotted for
ucast-level -string unknown unicast as a percentage of the

port link speed. The default is 30%.
unknown- ntast -| evel unknown- Specify the bandwidth to be allotted for
ncast -1l evel -string unknown multicast as a percentage of

the port link speed. The default is 30%.
br oadcast -1 evel broadcast - Specify the bandwidth to be allotted for
| evel -string broadcast as a percentage of the port

link speed. The default is 30%.

To set the available bandwidth for broadcast traffic to 10% of port link speed on port 5,
use the command:

CLI (network-adm n@w tch) > port-stormcontrol-nodify port 5
broadcast -1 evel 10

Use the port - st or m cont r ol - showcommand to display the configuration:

CLI (network-adm n@w tch) > port-stormcontrol-show
switch port speed unknown-ucast-I|evel unknown-ntast-I|evel broadcast-Ievel

Leafl 1 100g 30% 30% 30%
Leaf2 2 25¢g 30% 30% 30%
Leaf3 3 25¢g 30% 30% 30%
Leaf4 4 25¢g 30% 30% 30%
Leaf5 5 100g 30% 30% 10%
Leaf6 6 259 30% 30% 30%

This setting discards broadcast traffic if it exceeds 10% of the link speed on port 5.
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Configuring 10/100M Override Using Bel-Fuse SFP-1GBT-05
on F9372-X Platforms

Note: This feature is applicable for F9372-X or AS5812-54X platforms.

Auto-negotiation function between two connected devices stipulates a set of shared
parameters - link speed, duplex mode, and flow control. The F9372-X or AS5812-54X
platform, with the Bel-Fuse SFP-1GBT-05 copper transceiver plugged into one of its
ports, can support legacy 10M/100M devices that do not have auto-negotiation
capability. As the SFP-1GBT-05 transceiver performs auto-negotiation by default, this
function should be disabled on the F9372-X switch through nvOS. An operating link
speed of either 10M or 100M can be configured. With the exception of F9372-X, the
10/100M override capability is not available on other switch platforms and is supported
only on the SFP-1GBT-05 transceiver.

Use the command below for disabling auto-negotiation and overriding the link speed on
F9372-X platform. Enter the port number on which the transceiver is connected in the
command:

CLI (network-adm n@eafl) > port-config-nodify port <port
nunber > speed <10m 100n> no-autoneg

Use this command to update port

port-config-nodify configuration.

Specify the ports that need to be
configured as a list separated by
commas.

port <port-Ilist>
Note: For 10/100M override, specify the
port number on which the transceiver is
connected.

Specify one or nore of the
foll owi ng options:

Specify one among the options as the

speed at which the port should operate.
speed <di sabl e| 10n{ 100m 1g>

Note: specify the speed as either 10m or

100m for legacy device support.

Specify either of the options to enable
auto-negotiation or to disable it.

aut oneg| no- aut oneg
Note: auto-negotiation has to be disabled
to achieve 10/100M override.

For example, to disable auto-negotiation on port 38 and set a speed of 10M, use the
command below:
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CLI (network-adm n@eafl) port-config-nodify port 38 speed 10m
no- aut oneg

However, the device do not get reprogrammed upon reinsertion. To recover from this,
remove and re-add the 10M/100M override port configuration. [PR30110]
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Configuring Fabric and vRouter Communication through
KNET-vNICs

Note: This feature is available only on Dell and whitebox platforms that do not have
rear-facing NICs.

From Netvisor ONE 6.0.1 release onwards, Pluribus provides support for using KNET-
vNIC as the OVS uplink from the CPU to OVS. The KNET exposes a standard network
interface that is connected as an uplink port to OVS for forwarding fabric, cluster, or
vRouter packets. This implementation avoids copying of traffic between OVS and nvOSd
and ensures direct transmission of fabric, cluster, and vRouter NIC packets between
OVS and the CPU. Therefore, communication through KNET-vNICs results in improved
CPU datapath performance.

To support cluster, fabric, and vRouter traffic using KNET-vNIC, you must enable KNET
on Whitebox platforms that do not have rear-facing NICs by using the syst em
setti ngs-nodi fy command.

To enable or disable KNET, use the command:

CLI (network-adm n@w tchl) > systemsettings-nodify optim ze-
datapath di sabl e|cluster-only|all

Specify the datapath optimization for
cluster, fabric, and vRouter
communication:

e di sabl e:disables datapath
optimization.

e cl ust er-onl y:enables datapath
optimization for cluster-only, where
cluster traffic is redirected to cluster
4094 vNIC.

e al | :enables datapath optimization for
fabric and data traffic.

optim ze-datapath di sabl e|
cluster-only|all

The default valueisal | .

To view the existing configuration on a local switch, use the syst em setti ngs- show
command:
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CLI (network-adm n@w tchl) > systemsettings-show fornat
opti m ze-dat apat h
optim ze-datapath: all

To view the settings on all the switches in the fabric, use the syst em set t i ngs-
showcommand prefixed withswi t ch * as below:

CLI (network-adm n@w tchl) > switch * systemsettings-show
format optim ze-datapath
opti m ze-datapath: all

optim ze-datapath: all

opti m ze-dat apath: all

opti m ze-datapath: all

opti m ze-datapath: all

optim ze-datapath: all
m

opti m ze-datapath: all

Note: Pluribus recommends rebooting the switch by using the swi t ch-r eboot
command after running the syst em set ti ngs- nodi fy opti m ze- dat apat h
command.
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Using Port Buffering

Port buffering allocates storage for packets that cannot be immediately forwarded or
processed on a port. To display port buffer information, use the por t - buf f er -
show command. This command displays ingress and egress buffer utilization for each
port.

CLI (network-adm n@w tch) > port-buffer-show

port - buffer-show Display port buffer information.

time date/tinme: yyyy-mm

ddThh: mm ss Time to start statistics collection.

start-tinme date/tinme: yyyy-mm

ddThh: m ss Start time of statistics collection

end-time date/time: yyyy-mm End time of statistics collection

ddThh: nm ss
duration duration: #d#h#mis Duration of statistics collection
i nterval duration: #d#h#n#s Interval between statistics collection.

Specify to display port buffering since

si nce-start
start.

Specify an older-than time to display

ol der -t han duration: #d#h#n¥s )
port buffering.

Specify a within-last time to display port

w t hin-last duration: #d#h#mts ;
buffering.

port port-1list The list of ports.

CLI (network-adm n@w tch) > port-buffer-show
switch port ingress-used-buf ingress-used-buf-val egress-used-buf egress-used-buf-val

—
D
Q
j=—
[EY
a1
w
3
=3
OO OO0 O0OO0OO0OOoOOoOo
3
=3
[eNelelololololololoNol

Usetheport - buf f er-setti ngs- nodi f y command to enable the collection of
port buffer information and to modify the logging interval and buffer size for the
command output above.

CLI  (network-adm n@w tch) > port-buffer-settings-nodify

port-buffer-settings-nodify Modify port buffer settings.
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Specify if you want to enable or disable

enabl e] di sabl e the collection of port buffer information.

interval duration: #d#h#m#s Specify the !nterval for the logging of
port buffer information.

Specify the amount of memory to be
allotted for the collection of port
buffering information. The default value
is 50MB.

di sk- space di sk-space-nunber

For example, to set an interval of 2 minutes for logging port buffer information, use the
command:

CLI (network-adm n@w tch) > port-buffer-settings-nodify
interval 2m

To display the port buffering settings, use the port - buf f er- setti ngs- show
command:

CLI  (network-adm n@w tch) > port-buffer-settings-show
switch: swtch

enabl e: yes

interval: 2m

di sk-space: 50M


https://www.pluribusnetworks.com

n NETWORKS

Configuring Queues 8 and 9 for Control Traffic

During network traffic congestion, if all traffic is dispatched with the same priority,
mission critical traffic may get dropped with the same probability as lower priority traffic.
To mitigate this issue, Netvisor ONE allows you to configure traffic prioritization on a per
port basis through Quality of Service (QoS) queues. QoS queues allow the switch to
differentiate and prioritize various traffic types and avoid random loss of data. The
hardware supports Strict Priority (SP) and Deficit Weighted Round Robin (DWRR)
scheduling for the QoS queues.

Netvisor ONE assigns default weights to each queue. However, you can view and modify
these weights to suit your requirements. You can also configure data rate limits,
minimum guaranteed bandwidth, and maximum bandwidth on a queue basis.

Note: This feature is available only on NRUO1, NRUO2, NRUO3, and NRU-S0301
platforms.

Netvisor ONE version 6.0.1 introduces queues 8 and 9 to isolate user traffic from internal
control traffic. In previous versions of Netvisor ONE, fabric and control traffic used
queues 6 and 7 which were also used by user traffic. This release eliminates the
contention between user traffic and control traffic, as fabric and control messages are
now moved from queues 6 and 7 to queues 8 and 9. The queues 8 and 9 are mapped to
system vFlow classes cont r ol 2 andcont r ol 3 respectively. This feature provides
improved stability and resiliency to the network especially in cases where the network is
overloaded.

To enable queues 8 and 9, use the command:
CLI (network-adm n@w tch) > systemsettings-nodify cos8-and-
9- queue

11l Please reboot the system for cos 8 and 9 queue setting to
take effect correctly !!11!!

Note: You must reboot the system for the queues 8 and 9 to become operational.

To view all flow classes, use the command:

CLI (network-adm n@w tch) > vflow class-show

name scope type priority cos
met er fabric systemO 0
cl assO fabric systemO 0
cl assl fabric system1 1
cl ass2 fabric system 2 2
cl ass3 fabric system 3 3
cl ass4 fabric system 4 3
cl ass5 fabric system5 4
cl ass6 fabric system6 4
cl ass7 fabric system?7 5
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system 10
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system 11
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Configuring Port Rate Limit

By using the command port - cos-rat e- setti ng- nodi fy, you can stipulate a port
speed in packets per second (pps) to regulate the traffic corresponding to each QoS
queue. This command is used for rate limiting the traffic of the port queues.

CLI  (network-adm n@w tch) > port-cos-rate-setting-nodify
port-cos-rate-setting-nodify Modify port queue rate limit.

Specify the port type to set QoS rate

port control -port|data-port|span-ports .p. y P yp Q
limit.

cosO-rate unlinited|0..10000000

cosl-rate unlimted|0..10000000

cos2-rate unlinited|0..10000000

cos3-rate unlimnited|0..10000000

cos4-rate unlinited|0..10000000 . L.
Specify the rate limit (pps) for the queue.

cosb-rate unlimnted|0..10000000

cos6-rate unlimnted|0..10000000

cos7-rate unlimted|0..10000000

cos8-rate unlimted|0..10000000

cos9-rate unlinted|0..10000000

For example:
CLI (network-adm n@w tch) > port-cos-rate-setting-nodify port
dat a- port cosO-rate 50000
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To display the port rate limit configuration, use the command:

CLI  (network-adm n@w tch) > port-cos-rate-setting-show
port ports cosO-rate(pps) cosl-rate(pps) cos2-rate(pps) cos3-rate(pps) cos4-
rate(pps) cosb5-rate(pps) cos6-rate(pps) cos7-rate(pps) cos8-rate(pps) co0s9-rate(pps)

control -port O 100000 100000 100000 100000 100000
100000 100000 100000 100000 100000

dat a- port 129 50000 100000 100000 100000 100000
100000 100000 100000 100000 100000

span-ports 130 100000 100000 100000 100000 100000
100000 100000 100000 100000 100000

The output displays the port rate limit configuration for control ports, data ports, and
span ports. The dat a ports and span ports are platform specific. The default rate for
each queue is 100000 packets per second. The queues 8 and 9 must be enabled for the
columns cos8-rat e( pps) andcos9-r at e( pps) to be displayed.

Note:

e Theport-cos-rate-setting-nodifyandport-cos-rate-setting-
showcommands are available only when CPTP is disabled

e Queues 8 and 9 are available only on NRUO1, NRUO2, NRUO3, and NRU-S0301
platforms.
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Configuring Minimum and Maximum Bandwidth on Ports

In older releases, Netvisor ONE allowed rate limiting only for CPU facing (PCle, data and
span) ports. The current version of Netvisor ONE support bandwidth guarantees on
switch ports. You can configure bandwidth guarantees at egress queue level and manage
prioritized traffic. Use this feature for setting Service Level Agreements (SLASs). In
addition to the support for configuring maximum bandwidth policing at the vFlow level,
you can also set a guaranteed minimum bandwidth.

Netvisor ONE supports the configuration of minimum and maximum bandwidth at a per
port level. You can configure bandwidth guarantees as a percentage of port speed, and
Netvisor ONE determines the data rate internally upon command execution. Additionally,
when you update a port speed, the port configuration internally re-adjusts the minimum
or maximum bandwidths on the applicable ports. However, when you logically divide a
breakout cable into multiple ports of lower bandwidth, you need to adjust the port queue
bandwidths manually.

Use the port - cos- bw nodi f y command to configure minimum and maximum
bandwidth:

CLI (network-adm n@w tch) > port-cos-bw nodify

port-cos- bw nodify Modify port CoS bandwidth settings.
cos integer Specn‘y the CoS priority between O and
port port-1list Specify the physical port(s).

m n- bw guarantee m n- bw Specify the minimum bandwidth as a
guar ant ee-stri ng percentage.

max-bwlimt max-bwlimt- Specify the maximum bandwidth as a
string percentage.

Specify to enable or disable weight
weight priority|no-priority scheduling after the bandwidth
guarantee is met.

For example, to configure a minimum bandwidth guarantee of 10 percent on ports 2-5
with a QoS queue of 5, use the command:

CLI (network-adm n@w tch) > port-cos-bwnodify port 2-5 cos 5
m n- bw guarantee 10

Use the por t - cos- bw showcommand to view the configuration.
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CLI (network-adm n@pi nel) > port-cos-bw show

cos i nteger Specify the CoS priority.
port port-1list Specify the physical port(s).

CLI (network-adm n@w tch) > port-cos-bw show
switch cos port m n- bw guarantee max-bwlimt wei ght

sSw tch 0 1-72 0% 100% 16
sw tch 1 1-72 0% 100% 32
SwW tch 2 1-72 0% 100% 32
SW tch 3 1-72 0% 100% 32
SW tch 4 1-72 0% 100% 32
SW t ch 5 1,6-72 0% 100% 32
SwW tch 5 2-5 10% 100% 32
SW tch 6 1-72 0% 100% 64
sSw tch 7 1-72 0% 100% 127

Note: The port - cos- bw showcommand displays only modified port
configurations. Ports not displayed in the show command output default to the
settings of 100% link capacity, and no minimum guarantee for each QoS queue.

Configuring a maximum bandwidth limit helps in rate limiting or shaping the traffic on
the egress queue. For example, to configure a minimum bandwidth of 20% and a
maximum bandwidth of 80% on ports 11-13 for queue 4, use the command:

CLI (network-adm n@w tch) > port-cos-bwnodify port 11-13 cos
4 mn-bw guarantee 20 max-bwlimt 80

CLI (network-adm n@w tch) > port-cos-bw show
switch cos port m n- bw guar antee max-bwlimt weight

SW tch 0 1-72 0% 100% 16
sSw tch 1 1-72 0% 100% 32
swi tch 2 1-72 0% 100% 32
SwW tch 3 1-72 0% 100% 32
SW tch 4 1-72 0% 100% 32
SwW tch 4 11-13 20% 80% 32
SW t ch 5 1,6-72 0% 100% 32
SwW tch 5 2-5 10% 100% 32
SW tch 6 1-72 0% 100% 64
SwW tch 7 1-72 0% 100% 127

Changing the port settings to new values overrides the previous settings.
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Configuring QoS Queue Weights

Netvisor ONE automatically weights QoS queues in accordance with the minimum
bandwidth guarantees. When you configure minimum bandwidth for a queue, the
remaining bandwidth is assigned to the rest of the queues in the same ratio as the
minimum bandwidth. For information on configuring minimum bandwidth, see
Configuring Minimum and Maximum Bandwidth on Ports section.

When you configure a minimum bandwidth without specifying a weight value, the weight
for the port and queue is automatically set on a scale of 1 to 100. For example, if you
configure queue 1 with a minimum bandwidth of 10% and queue 2 with 30%, the weights
are setto 10 and 30, respectively.

If auto-configuration of weights is disabled, you can also assign desired weight values to
the queues. When you configure queue weights manually, the bandwidth that remains
after meeting the minimum bandwidth guarantee is proportioned among the queues in
accordance with the assigned weights.

To enable or disable automatic weight assignment for QoS queues, use the command:

CLI (network-adm n@w tch) > systemsettings-nodify cosqg-
wei ght - aut o| no- cosqg- wei ght - aut o

Note:

e |f you enable auto configuration of queue weights, you cannot change the weights
using the por t - cos- bw nodi f y command thereafter. You can still use the
command to enable strict priority queue.

e When you enable this feature, weights for all the queues that do not have minimum
bandwidth configured are set to the default value of 1.

Use the port - cos- wei ght - nodi f y command to change the queue weight of ports
on the control panel (PCle and CPU ports). This command assigns weights on a queue
basis only and does not allow a per port configuration of weights.
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CLI  (network-adm n@w tch) > port-cos-weight-nodify
port - cos- wei ght - nodi fy Modify port queue weight.
cos0- wei ght priority|no-priority
cosl- wei ght priority|no-priority
cos2- wei ght priority|no-priority

co0s3- wei ght priority|no-priority

cos4-wei ght  priority|no-priority Specify if you want to enable or disable
strict priority. Or, specify the weight for

cos5-weight  priority|no-priority the queue as an integer between 0 and
127.

cos6- wei ght priority|no-priority
cos7-wei ght priority|no-priority
cos8- wei ght priority|no-priority

c0s9- wei ght priority|no-priority

For example:

CLI (network-adm n@w tch) > port-cos-weight-nodify cosb-
wei ght 64

To display the port queue weight configuration, use the command:

CLI  (network-adm n@w tch) > port-cos-weight-show
cosO-wei ght: 16

cosl-weight: 32

cos2-wei ght: 32

cos3-wei ght: 32

cos4-wei ght: 32

cosb5-weight: 64

cos6-wei ght: 64

cos7-weight: 127

You can use the command port - cos- bw nodi f y to change the queue weight of
ports on the front panel. This command provides granular control over bandwidth and
weight settings for port queues.

CLI (network-adm n@w tch) > port-cos-bw nodify
port-cos- bw nodi fy Modify port CoS bandwidth settings.
Specify the CoS priority between O and
9.

cos i nteger
Note: queues 8 and 9 are platform

specific.
port port-1list Specify the physical port(s).
m n- bw guarantee m n-bw Specify the minimum bandwidth as a

guar ant ee-stri ng percentage.
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max-bwlimt max-bwlinmt- Specify the maximum bandwidth as a
string percentage.

Specify to enable or disable weight
scheduling in proportion to the minimum
bandwidth guarantee. Or, specify a
scheduling weight

wei ght priority|no-priority

For example:

CLI (network-adm n@w tch) > port-cos-bwnodify cos 5 port 10
wei ght 64

Additionally, you can configure strict priority scheduling for any of the queues. If strict
priority is configured on a queue, Netvisor ONE gives this queue a higher priority over the
other queues.

To configure strict priority for queue 6, use the command:

CLI (network-adm n@w tch) > port-cos-bwnodify cos 6 weight
priority
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Displaying and Configuring Port Queue Statistics

You can view the port queue statistics by using the command port - cos- st at s-
show This command displays the number of bits of transmitted and dropped packets on
a per queue basis.

CLI (network-adm n@w tch) > port-cos-stats-show
port-cos-stats-show Display per port CoS queue statistics.

time date/tinme: yyyy-mm . . .
ddThh: nm ss Time to start statistics collection.

start-time date/time: yyyy-mm Start time for statistics collection.

ddThh: mm ss

end-time date/tine: yyyy-mm . . .
ddThh: mm ss End time for statistics collection.
duration: #d#h#n#s Duration of statistics collection.
interval duration: #d#h#n¥#s Interval between statistics collection.

Displays statistics from the start of

since-start .
collection.

ol der-than duration: #d#h#nits Displgys statistics older than a specified
duration.

Hd#h#MES Displays statistics within the last

wi thin-1ast duration: ver .
specified duration.

For example:

CLI (network-adm n@w tch) > port-cos-stats-show | ayout
verti cal

swi t ch: sw tch
tinme: 21: 36: 59
port: 21

cos0-obi ts:
cosO-dropbi ts:
cosl-obits:
cosl-dropbits:
co0s2-obits:
cos2-dropbits:
cos3-obits:
cos3-dropbits:
cos4-obits:
cos4-dropbits:
cosb-obits:
cos5-dropbits:
c0s6-obi ts:
c0s6-dropbi ts:
cos7-obits:
cos7-dropbits:

oNeolololoNoNololoNoNoNoNoNoNeNe)
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To modify the port queue statistics collection settings, use the command:

CLI  (network-admin@wi tch) > port-cos-stats-settings-nodify

port-cos-stats-settings- Modify port CoS statistics collection
nmodi fy settings.

Specify if you want to enable or disable

enabl e| di sabl e statistics collection.

interval duration: #d#h#n#s Specify the interval to collect statistics.

Specify the amount of memory allocated
di sk- space di sk-space-nunber for statistics (including rotated log files).
The default value is 50MB.

For example:

CLI (network-admin@wi tch) > port-cos-stats-settings-nodify
enabl e

To view the port CoS statistics collection settings, use the command:

CLI  (network-adm n@w tch) > port-cos-stats-settings-show

swi tch: Spi ne-1
enabl e: yes
i nterval : 30m

di sk-space: 50M

You can clear port queue statistics by using the command port - cos- st at s-cl ear.
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Configuring Forward Error Correction

Note: This feature is supported only on the following platforms. The support is for 25
GbE and 100 GbE unless stated otherwise.

Ericsson: NRUO2 (100 GbE only), NRUO3, NRU-S0301
Dell: S5232F-0ON, S5248F-0ON, S5224F-0ON, 79264
Edgecore: AS7726-32X, AS7326-56X, AS5835-54X, AS7816-64X

Freedom: F9432-C,F9476-V,F9460-X, F9664-C

Forward Error Correction (FEC) or channel coding is an error correction technique that
helps to detect and correct a limited number of errors in transmitted data without the
need for re-transmission. In this method, the sender sends a redundant Error Correcting
Code (ECC) along with the data frames using a fixed, higher forward channel bandwidth.

The IEEE 802.3-2018 standard for Ethernet introduced the support for FEC on 25 GbE or
25 Gbps port link. For details, refer to the clauses 74, 91 and 108 in the IEEE 802.3-2018
standard.

From Netvisor ONE version 5.1.4 onward, you can enable or disable FEC by using the
Netvisor ONE CLI or REST APl commands on individual 25 GbE ports or 100 GbE ports on
NRUO3 and NRU-S0301 platforms and 100 GbE ports on NRUO2 platform.

From Netvisor ONE version 6.1.0 onward, the FEC support is extended to the AS7816-
64X (F9664-C), AS7726-32X (F9432-C), AS7326-56X (F9476-V), AS5835-54X
(F9460-X) and 279264 platforms on 25 GbE and 100 GbE connections.

To implement FEC on 25 GbE and 100 GbE ports, Netvisor ONE follows the IEEE 802.3-
2018 standard rules. (Refer to Table 105-2 and Table 80-3 of the IEEE 802.3-2018
standard).

You can enable the FEC feature by using the por t - conf i g- nodi f y command while
ensuring that et h- node and aut 0- neg configurations are consistent with the FEC
configuration.

The FEC feature can be enabled on:

e DAC cables with auto-negotiation enabled
e Optical cables without auto-negotiation (no- aut oneg)

1. Toconfigure FEC on the above platforms, use the command:
CLI (network-adm n@w tch) > port-config-nodify

Use this command to modify the port

port-config-nodify configuration to enable FEC.
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Specify a physical port or the list of ports
you want to configure for FEC support.

Specify one or more of the following options based on cable and transceivers in

use:
eth-nmode [sr4|lr4|cr4|caui4|
sr|lr|cr|sys-default]

aut oneg| no- aut oneg

fec| no-fec

Select one of the ethernet modes from
the available options.

Specify one of the options to enable or
disable auto-negotiation on the physical
port.

Specify one of the options to enable or
disable the port forward error correction
(FEC) mode.

Note: For NRUO3 and NRU-S0301 platforms, et h- nbde should be settosys-

def aul t.

2. OnNRUO3 and NRU0O3-S0301 platforms, in addition to the above configuration, use
the port - cabl e-t ype- nodi f y command to configure the port type as sys-
def aul t to ensure that the correct FEC setting is applied.

CLI (network-adm n@wi tch)
<port-list> type sys-default

port-cabl e-type-nodify

Specify between 2 and 3 of the following
options:

port <port-list>

type optical|dac|sys-default

cabl e- sub-type
ca-1l|ca-s

defaul t| ca-n|

> port-cable-type-nodify port

Use this command to associate a cable
type with port (s).

Specify the list of ports you want to
associate with the cable type.

Specify the cable type: optical or dac
associated with the specified ports.

Specify the port cable assembly type
from one of the options. Note that this
optional parameter is applicable only for
DAC cable types.

Note: The cable sub type (N, L,or S)is a
hardware-specific parameter based on
the material used by the cable
manufacturer. Hence, you must consult
the vendor specification to identify the
cable assembly type before configuring
this parameter.

You can verify the configurations by using the port - f ec- st at us- show command.
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Note: All lengths of Ericsson RPM 777 053/xx and 777 054/xx cables are of assembly
type CA-L.

Note: All four lanes of QSFP port share the same type or sub-type.

When configuring the cable type, please follow the guidelines below for both 25 GbE and
100 GbE ports:

The cabl e- sub-t ype optionis not valid for optical cables.

The cabl e- sub-t ype optionis not required for DAC cables operating at 100Gbps
(non-flexed) as assembly type does not factor into the FEC variant per IEEE 802.3
2018.

e Thet ype keywordis also used by Netvisor ONE to determine the pre-emphasis
setting used for this port. This capability was introduced in Netvisor ONE release
513

Note: Thet ype andcabl e- sub-t ype parameters are not required to be
configured for NRUO2.

Usage Guidelines

e For NRUO3 and NRU-S0301 platforms, the port cable type must be configured as
sys-defaul t.

e For DAC cables, physical port auto-negotiation should be configured for the peer
links to come up.

e For optical cables, you can enable or disable FEC explicitly on both peers. Auto-
negotiation should not be enabled.

e For DAC cables, the cable sub-type can be CA-S, CA-L, CA-N which is independent of
the cable length. For example, you can have a 3 meter type S, 3 metertype N, or 3
meter type L cable.

For optical cables, the cabl e- sub- t ype configuration is not allowed.
For DAC cables, the et h- nbde should be set to CR (25G) or CR4 (100G).

e The et h- node should be configured by using the port - confi g- nodi fy
command to ensure the proper setting of the physical layer and also to address any
link failure issues.

4. To clarify the FEC configuration further, an example configuration is provided below:

e Configure FEC ona 25 GbE port on a DAC cable connected on port 21 by using the
commands:

CLI (network-adm n@w tch) > port-cable-type-nodify port 21
type dac cabl e-sub-type ca-|

CLI (network-adm n@w tch) > port-config-nodify port 21 eth-
node cr autoneg fec enable

e Configure FEC on a 25 GbE port (port 17) using a multi-mode optical cable by using
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the command:

CLI (network-adm n@w tch) > port-cable-type-nodify port 17
type optical

CLI (network-adm n@w tch) > port-config-nodify port 17 eth-
node sr no-autoneg fec enable

e Verify port status after FEC configuration:

CLI (network-adm n@w tch) > port-show port 1 |ayout vertical
swi tch: switch

port: 1

bezel - port: 1

st at us: up, host, LLDP, t runk, vl an- up
config: fd, 25¢, fec

Note: It is not mandatory to configure the no- aut oneg parameter for optical cables,
but is specified here to ensure that the port is operating without auto-negotiation.

e View the configured cable type and assembly type configuration by using the port -
cabl e-t ype- show command on NRUO3 or NRU-S0301:

CLI (network-adm n@w tch) > port-cable-type-show

switch port type cabl e- sub-type
switch none dac ca-s

switch none dac ca-|

swi tch none dac ca-n

switch none dac def aul t

switch none optical def aul t

switch 1-125 sys-default default
e Configure FEC ona 100G port on NRUO2 by using the command:

CLI (network-adm n@w tch) > port-config-nodify port 25 fec
enabl e
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Note: For NRUO2 platforms, the por t - cabl e-t ype and et h- node configuration is
not required.

CLI (network-adm n@w tch) > port-show port 25 layout vertical
swit ch: switch

port: 25

bezel - port: 7

i p: 192.170. 20. 110

mac: 66: 0e: 94:f6:37:f2

host nane: nru02- al pha2

st at us: up, PN- swi t ch, PN- ot her, STP- BPDUs, LLDP, vl an- up
config: fd, 100g, f ec

To view the details of the configuration use the port - f ec- st at s- showcommand.
For example,

CLI  (network-adm n@w tch) > port-fec-stats-show

switch tinme port BaseR-Fec-Corr BaseR-Fec-UnCorr Rs-Fec-Corr Rs-Fec-UnCorr

Caution: If you enable FEC between Cisco Nexus switches and the Pluribus switches
AS7816-64X, F9664-C, or 79264, the link may not come up. This is not an issue of
Netvisor ONE or Pluribus switches.
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Configuring Static Pre-Emphasis (Signal Integrity) Port
Settings

The SerDes (serializer/deserializer) component in switch ports has several associated
Signal Integrity (Sl) parameters that help in shaping the output into a clean and well-
defined signal based on the transmission line characteristics of the signal traces. This
output shaping is used to cancel-out factors such as reflection and signal attenuation
and enables the receiver to get a clean and well-defined signal. Collectively, these signal
integrity parameters are also known as pre-emphasis settings.

If the pre-emphasis settings are incorrect, you may encounter unacceptable bit error
rate (BER), especially when the port speed scales to higher values. The pre-emphasis
settings vary per port based on the circuit board layout, the operational speed of the
port, and the transmission medium (cable type and length).

Note: Refer to the cable manufacturer documentation where the required pre-
emphasis values are defined.

This feature is not available on the following platforms:

e F[9372-X (AS5812-54X) | F9372-T (AS5812-54T) |l F9532L-C (AS7712-32X)

e F9572L-V (AS7312-
54XS)

In earlier releases, Netvisor ONE had limitations to dynamically change the pre-
emphasis settings based on the configured port number and port speed. However, from
Netvisor ONE version 6.0.0 onward, you can override the default settings for a specified
set of ports by using theport - cabl e-type-nodify port <port-list> type
[ opti cal | dac] command. For the cabl e-t ype parameter, select either dac cable
setting (for copper DAC cable, which is the default setting) or opt i cal cable setting (for
optical transceivers).

The port cable type database saves the details of the cable type you had configured by
using the above CLI. However, if the cable type is not specified, then a default DAC cable
length value of 3m is assumed for the port. These settings are then saved to the
hardware database (registers).

When you modify the port speed or the cable type, the signal integrity or pre-emphasis
settings are written to the hardware. If the port is already enabled, then the port gets
disabled and then re-enabled while the settings are being written to the hardware. You
are prompted to proceed with the changes prior to the port being disabled and re-
enabled. Additionally note that, when a port that you want to modify is part of a port
group, then all the ports in that port group are modified with the new signal integrity
settings.

The DAC settings in Netvisor ONE is mapped to the 3m DAC settings, which is the
current default on all Pluribus supported switches, except Z9100-ON.
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Note - Guidelines for Z9100-ON platforms:

e During a fresh installation of Netvisor ONE 6.0.0, by default, all the ports are
automatically set to optical cable type.

e While modifying the cable type, out of all the SFP ports, you cannot modify ports
129 and 130 (bezel ports 33 and 34) to dac cable type due to a hardware limitation
on the Z9100-ON platform.

To change the cable type, and consequently, the pre-emphasis (Signal Integrity) settings
for a specified port on any platform, use the command:

CLI  (network-adm n@w tch) > port-cable-type-nodify port
<port-list> type optical|dac

Use this command to associate a cable

port-cabl e-type-nodi fy type with port (s)

Specify the list of ports you want to

port <port-list> associate with the cable type.

Select the cable type: opt i cal ordac
type optical|dac|sys-default be to associated with the specified
ports.

Specify the port cable sub-type. The
cabl e- sub-t ype parameter is
applicable only for NRUO3 and NRU-S03

cabl e-sub-type default|ca-n| platforms with 25G FEC support.

ca-l|ca-s

Ignore the cabl e- sub-type
parameter for all other platforms.

To view the currently applied cable type settings for all ports, use the command:
CLI  (network-adm n@w tch) > port-cable-type-show

Example: Pre-Emphasis Settings Configuration

Let us consider an example to further explain the changes implemented by this feature.
First verify the current port and cable type settings on a switch by using the port -
cabl e-t ype- showcommand. From Netvisor ONE version 6.0.0, only optical and dac
cable types are supported.

CLI  (network-adm n@w tch*) > port-cable-type-show

port type cabl e- sub-type
none dac ca-s
none dac ca-|

none dac ca-n
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none dac def aul t
none opti cal def aul t
1-24 sys-default default

The def aul t stringin the cabl e- sub-t ype columnis used to display which settings
have not been changed by the user.

Now, modify the settings for port 1 by using the below command below (See the warning
message regarding the application of the settings to all member ports in the port group)
and confirm to proceed:

CLI (network-adm n@w tch*) > port-cable-type-nodify port 1-4
type optical

Warni ng: updating SI settings will apply to all ports in a
port group and will flap enabled ports

Pl ease confirm y/n (Default: n):y

Updated SI settings for port(s) 1-4 to optical

The system log file and nvOSd log file are automatically updated to reflect the Signal
Integrity (Sl) setting changes.

View the updated settings by using the command:

CLI (network-adm n@w tch*) > port-cabl e-type-show

port type cabl e- sub-type
none dac ca-s

none dac ca-|

none dac ca-n

none dac def aul t

1-4 optical def aul t

5-24 sys-default default

Toreset all the ports to dac cable type, use this command with theport al |
parameter:

CLI (network-adm n@w tch*) > port-cable-type-nodify port all
type dac

Warni ng: updating SI settings will apply to all ports in a
port group and wll flap enabled ports

Pl ease confirm y/n (Default: n):y

Updated SI settings for port(s) 1-24 to dac

View the changed settings again by using the command:

CLI  (network-adm n@w tch*) > port-cabl e-type-show

port type cabl e- sub-type
none dac ca-s
none dac ca-|
none dac ca-n

1- 24 dac def aul t
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none opti cal def aul t
none sys-default default

Note: For platforms with copper RJ-45 ports such as S4148T-ON, an invalid message
is displayed while modifying the port cable type to opt i cal cable type for the
copper ports. For example,

CLI (network-adm n@4148T) > port-cable-type-nodify port all
type optical

Warni ng: updating SI settings will apply to all ports in a
port group and wll flap enabled ports

Pl ease confirm y/n (Default: n):y

SI settings invalid for port(s) 1-48 for optical

Updated SI settings for port(s) 49-56,65-72 to optical

View the details using the show command:

CLI (network-adm n@4148T) > port-cable-type-show port all

switch port type cabl e- sub-type
S4148T none dac ca-s

S4148T none dac ca- |

S4148T none dac ca-n

S4148T 1-48 dac def aul t

S4148T 49-72 optical def aul t

S4148T none sys-default default

Note: This feature’s settings are applied when you modify either the port speed or
the cable type for a specified port. That is, the pre-emphasis (Sl) settings in Netvisor
ONE are applied during the initial port configuration when the port speed is modified
by using the port - confi g- nodi f y command, and also when the cable type is
modified using the por t - cabl e-t ype- nodi f y command.

Caution: This feature enables you to modify the pre-emphasis settings by modifying the
cable-type and port speed. However, the link quality could be impacted if incorrect
settings are chosen and caution must be taken to ensure correct settings are
configured.

Guidelines and Limitations

The following guidelines and limitations should be considered while configuring the pre-
emphasis settings on a switch port:

e The pre-emphasis settings are written to hardware whenever you change the cable
type using the por t - cabl e-t ype- nodi f y command.

e The pre-emphasis settings are written to hardware whenever you change the port
speed using the port - conf i g- nodi f y command.
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e ForZ9100-ON platforms with copper SFP ports, the cable type, dac is not accepted
by Netvisor ONE. If you try to change the cable type for a single SFP copper port by
using the por t - cabl e-t ype- nodi f y command, then an error is displayed as
follows:

CLI (network-adm n@w tch) > port-cable-type-nodify port 129

type dac
Warni ng: updating SI settings will apply to all ports in a
port group and wll flap enabled ports

Pl ease confirm y/n (Default: n):y
port-cabl e-type-nodify: Invalid cable type setting

e However, ifboth port al | andt ypeopti cal parameters are used on a switch
with copper ports, then the settings are selectively applied only to the optical ports,
and no error is displayed.

e Forthose platforms that have hidden ports, such as S4148T-ON with 48 x 10GBaseT
and 4 x 100 GbE ports, the cable type changes are skipped when port al |
parameter is specified in the port - cabl e-t ype- nodi f y command.

e For platforms on which no pre-emphasis settings are configured on the ports, a
minimum port speed of 10 Gbps is assumed.

e While this feature allows you to select the pre-emphasis settings, the link quality
may get impacted if incorrect settings are applied. Ensure to apply the correct pre-
emphasis settings during initial configuration.

e Currently the 3m DAC setting is implemented for all DAC cable lengths.

Related Commands
CLI (network-adm n@ru03-switch) > port-config-nodify

Use this command to modify a port

port-config-modify configuration.

Specify the port or list of ports that you
want to modify.

speed di sabl e| 10g| 25g| 40g| 100g Specify the physical port speed.

port port-1list
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Configuring Link Scan Mode

The link scan feature in Netvisor ONE detects physical link state changes. Netvisor ONE
version 6.0.0 (and later) supports interrupt-based link state change detection, in addition
to the software-based link scan mode available in the previous versions. The software-
based link scan mode performs state polling to detect changes at regular configurable
intervals. When the link scan mode is set to har dwar e, on the other hand, the software
uses the interrupt infrastructure to provide an improved detection mechanism for link
state changes.

You can configure the link scan mode and interval by using the syst emt set ti ngs-
nodi f y command:

Use this command to modify system

system settings-nodify settings

Specify the linkscan interval as a value
between 10000 us and 1000000 us. The
I'i nkscan-interval default value is 150000 yps.
10000. . 1000000
Note: This parameter is not applicable
when the link scan mode is hardware.

Specify the linkscan mode as hardware
or software. Software linkscan mode is
I i nkscan- node software]| enabled by default.
har dwar e
Note: Pluribus recommends software
linkscan mode.

For example, to enable interrupt-based link state change detection, use the command:

CLI (network-adm n@w tch) > systemsettings-nodify |inkscan-
node hardware

To view the current configuration, use the command:
CLI  (network-adm n@w tch) > systemsettings-show fornat
| i nkscan- node

i nkscan-npde: hardware

To modify the link scan interval used in software-based mode to 100,000 us, enter the
command:

CLI (network-adm n@w tch) > systemsettings-nodify |inkscan-
i nterval 100000

To view the details, enter the command:
CLI (network-adm n@w tch) > systemsettings-show

swi tch: Leaf 1
optim ze-ar ps: of f
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Il dp:

pol i cy- based-routing:

optim ze-nd:

reactivat e- mac:
reactivat e-vxl an-tunnel - mac:
manage- unknown- uni cast:
manage- br oadcast :

aut o-t runk:

aut o- host - bundl e:
cluster-active-active-routing:
fast - r out e- downl oad:
fast-interface-I| ookup:

routi ng-over-vl ags:

sour ce- mac- m ss:

i gnp- snoop

vl e-tracki ng-ti neout:
pfc-buffer-limt:
cosq- wei ght - aut o:

port-cos-drop-stats-interval (s):

| ossl ess- node:
snoop- quer y- st agger:
host -refresh
proxy-conn-retry:
proxy-conn-nmax-retry:
proxy-conn-retry-interval
manage- | 2- uuc- dr op:
xcvr -1 i nk-debug:

f ast pat h- bf d:

i nkscan-interval:

| i nkscan- node:

si ngl e- pass-fl ood:

n NETWORKS

on
of f

of f

on

on

of f

of f

on

of f

on

of f

on

of f
copy-to-cpu
use-13

3

40%

of f

di sabl e
of f

no- st agger - queri es
of f

on

3

500

on

di sabl e
of f
100000
har dwar e
of f

Note: To avoid flaps, the link scan mode must match on both the switch ports

connected by alink.
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Configuring Maintenance Mode

Netvisor ONE version 6.1.0 introduces the Maintenance Mode feature in which the
software prevents user traffic from entering or leaving a switch and gracefully steers
the traffic to network peers. This mode is useful during hardware or software
maintenance of the switch including Return Merchandise Authorization (RMA),
correction of out of sync fabric transactions, cluster re-peer, switch power down or
reboot, and software upgrade. This functionality is supported on cluster nodes, non-
cluster spine nodes, and standalone switches. In a use case where you need to enable
maintenance mode on a standalone switch, you must ensure that an alternate path
exists if the switch goes down.

Note: You can enable maintenance mode only when cont r ol - net wor k and
f abri c- net wor k are configured as nmgnt . You cannot change the fabric and control
networks or the fabric VLAN while in maintenance mode.

A switch does not leave the fabric while entering maintenance mode. When you issue
the command to enable maintenance mode, Netvisor ONE follows the normal port bring
down sequence and disables all the user ports. Any cluster bring down configuration is
also applicable. The sequence of actions performed by the software while entering
maintenance mode (for a cluster switch) is as follows:

Bring down orphan ports

Bring down vLAG ports

Disable VRRP service and BGP graceful shutdown
Bring down Layer 3 ports

Bring down ports with def er - br i ngdown configured
Bring down cluster ports

While in maintenance mode, you can execute all CLI or REST APl commands except port
enable commands. The software defers all port enable actions and enables the ports
only after exiting maintenance mode. If you reboot or power cycle the switch while in
maintenance mode, the switch comes back up and stays in maintenance mode and does
not enable any user ports.

A switch (cluster member) follows the below sequence of actions while leaving
maintenance mode:

Bring up cluster ports

Enable VRRP and BGP services

Bring up Layer 3 ports

Bring up VLAG ports

Bring up orphan ports or ports with def er - br i ngup configured

The switch assumes data forwarding responsibilities upon leaving maintenance mode.
All pre-configured settings for cluster bring up are applicable during the exit and
therefore, Netvisor ONE enforces staggered or delayed port bring based on the existing
configuration. For more information, see the 'Restoring Ports for Cluster Configurations'
section of the 'Configuring High Availability' chapter.
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Use the command syst em st at e- nodi f y to enable or disable maintenance mode.
For example, to enter maintenance mode, use the command:

CLI (network-adm n@eafl) > systemstate-nodify nmaintenance-
enabl e

Warning: This configuration can have traffic inpact. |If
required, collect system snapshot via save-diags prior to this
conmand

Pl ease confirm y/n (Default: n):y

CLI  (network-adm n@eafl) >

Note: Pluribus recommends collecting the output of the save- di ags command
before entering maintenance mode. This helps in recording the state of the switch.

To view the status of maintenance mode, use the command:

CLI (network-adm n@eafl) > systemstate-show
system st at e: Mai nt enance node, Ports disabl ed

To leave maintenance mode, use the command:

CLI (network-adm n@eafl) > systemstate-nodify nmaintenance-
di sabl e

Note: You must ensure that transactions (fabric and cluster TIDs) are in sync with the
rest of the fabric before executing the command to disable maintenance mode.

Use the syst em st at e- showcommand to view the status:

CLI (network-adm n@eafl) > systemstate-show
system st at e: Qperational, Ports enabled

The syst em st at e- showcommand also displays the current state of port bring up or
port bring down:

CLI (network-adm n@eafl) > systemstate-show

system st at e: comng up, |3 to vliag wait
system st at e: comng up, vlag ports being enabl ed
system st at e: com ng up, defer bringup ports wait

When a switch enters or leaves maintenance mode, an event log messages is logged, as
seen from the | 0og- event - showoutput:

CLI (network-adm n@eafl) > |og-event-show

event maintenance_enabl ed(11529) : |evel =note event-type=system : : System is in
Mai nt enance node
event maintenance_di sabl ed(11530) : |evel=note event-type=system : : System is in

Operational node

You can enforce maintenance mode on a switch as soon as the cluster re-peer process is
complete by using the sample command:
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CLI (network-adm n@eafl) > fabric-join repeer-to-cluster-node
Leaf 1 mai ntenance-enabl e

This operation is useful when replacing a cluster node and if you want to be in
maintenance mode after the re-peer process.
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Configuring Forced Port Link-up

The Ethernet standard requires a port to have an active RX connection to a peer device
to be able to negotiate link parameters (for example, for auto-negotiation purposes)
before the port can be brought into up state.

In some special cases, though, (for example for security purposes) using both RX/TX wire
connections/fiber strands in a port is not required when only unidirectional connectivity
is being used: in such cases, in fact, only the RX wire connections/fiber strands are
expected to receive traffic from the TX of the peer device (whose RX is unused). This
unidirectionality is expected when one peer port is supposed to only receive traffic and
the other one is supposed to only transmit it. However, in normal circumstances,
connecting only the RX on one port to the TX on the other would not generate a link-up

on the latter.

In other words, for security purposes, to prevent traffic from going back into the
production network, only one half of the cable (TX to RX) is connected, where the traffic
only goes out of the production network and not back into the network.

Starting from Netvisor ONE version 7.0.0, the forced port link-up feature is available on
the following platforms:

e Dell: S5248F-0ON, S5232F-0ON, S5224F-0ON, S5048F-0ON, Z9264F-ON
Edgecore: AS7312-54XS, AS7712-32X, AS7816-64X, AS7726-32X, AS7326-56X,
AS5835-54X/AS5835-54T, AS5812-54T/AS5812-54X

e Freedom:F9572L-V,F9532L-C,F9664-C, F9432-C, F9480-V, F9460-X/F9460-T,
FO9372-T/F9372-X

Note: The forced port link-up feature can be enabled both in VirtualWire mode as well
as in switch mode by using virtual Port Groups (VPGs) for Network Packet Broker
deployments.

When a port is enabled for forced link-up:

e Port with only TX connection can transmit packets.

e When configuration changes are done on the TX port, RX port should also come up.
That is, both ports (port with TX connection and the peer switch with only RX
connection) should be in Up state.

You can configure the forced port link-up feature by using the port-force-1|i nkup-
add command.

Note: Run the above command only on the switch with the TX connection port. That
disables fault detection on the TX connection port as well as disables the RX
connection on the TX port. That is, the forced port link-up feature cannot be enabled
if the RX and TX cables are connected between ports. Running the above command
also ensures disabling of TX connection and fault detection on the peer switch,
enabling the RX port to come up.
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For the forced port link-up feature, Pluribus recommends the following:

e Portspeedofl, 10, 25,40, or 100 Gbps.
e Optical LC cable type
e Any optical transceiver (QSFP and SFP) with an LC connector

You can configure a port(s) to be forced link-up even when its RX connector/fiber is not
connected to any peer device by using the port - f or ce-| i nkup- add command:

CLI  (network-adm n@w tch) > port-force-Iinkup-add

Specify the port numbers allowed for

port-id port-id-nunber force linkup.

Specify the RX or TX side of the port. The
default value is TX.

node tx|rx Note: If two Pluribus switches are used,
then there is no need to set RX only
mode on the peer side.

The ports that are forced link-up remain persistent on switch reboot and so to disable
the forced link-up ports, use the port -f orce-1i nkup-renove port-id port-
i d- nunmber command.

To view the ports that are forced link-up with no RX connection, use the port -f or ce-
I i nkup- showcommand.

Below is an example to configure force link-up on port 6 by using the command:

CLI (network-adm n@w tch) > port-force-linkup-add ports 6
node tXx

CLI  (network-adm n@w tch) > port-force-I|inkup-show
switch ports node

switch 6 t X

CLI (network-adm n@w tch) > port-show

switch port bezel-port ip nmac host nane status

config
switch 0 0 169. 254.2. 1 66: 0e: 94: d6: 8e: 2e switch up, PN-i nt ernal , st p- edge-
port
switch 2 2 169.254. 2.1 66: 0e: 94: 7c: a8: 33 switchl up, PN-switch, PN ot her, STP-
BPDUs, LLDP, vl an-up fd, 10g
switch 6 6 up, vl an-up

fd, 10g

switch 42 42 169.254.2.1 66: 0e: 94:dc:f4:59 switch2 up, PN-switch, PN-ot her, STP-

BPDUs, LLDP, vl an-up fd, 10g
switch 55 52 169.254. 2.1 66:0e:94: 7c: a8: 33 switchl up, PN-switch, PN-ot her, STP-
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BPDUs, LLDP, vl an-up fd, 100g

Port 6 above has no RX connection, but with this configuration the software is able to
force the port in up state.

Use the following command to disable this configuration:
CLI (network-adm n@eafl) > port-force-linkup-renove ports 6
To view the transceiver details for port 6, use the command:q

CLI (network-adm n@w tch) > port-xcvr-show port 6

port bezel -port vendor-nane part-nunber serial -nunber tenp[C] vcc33[V] tx-bias[m] rx-
pwr [ dBnj

6 29 FI Nl SAR CORP. FTL4C3QE1C UTC135L 35.38 3.32 37.16

Guidelines while Configuring Forced Port Link-Up

Before configuring forced port link-up, ensure the following on the TX port:

e Auto-negotiationis disabled.
The link-learning feature is disabled.

e Port flexing (breaking a high speed port to lower speed ports) is not allowed after
enabling the force link-up feature.

e [ault detection is disabled to implement the forced port link-up feature. Hence if the
TX cable gets disabled for any reason, to identify the issue, you must use the port-
xcvr-show command on the TX connected port.

Note: The forced port link-up feature can be used in VirtualWire setups and Network
Packet Broker deployments.

For details about these features, see the:

e Configuring Pluribus Network Packet Broker section in the Configuring and Using
Network Management and Monitoring chapter of this Guide.

e VirtualWire Configuration Guide

Limitations

e The forced port link-up feature is not supported on ports that are flexed (that is, you
cannot enable force link-up if the port is flexed).

e The forced port link-up feature cannot be enabled if a duplex cable is used to connect
ports.

e Linktraining is disabled for this feature and so the ports shows as downinl | dp-
showoutput.
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Infrastructure Support for Transceiver Online Insertion and
Removal (OIR)

The Transceiver OIR infrastructure supports the following three operations:

e Detecting the insertion or removal of optical devices and cables into or from the
front-panel ports, thereby allowing subsequent actions to take place.

e |[nitializing the optical devices and cables at system start-up, and also as they are
inserted into the chassis during run-time.

e Configuring key parameters into the hardware based on the required settings for the
optical devices and cables as they are detected.

Note: The support for the Transceiver OIR infrastructure was provided on NRUO3 and
NRU-S0301 platforms in Netvisor ONE version 6.0.1 and on Wedgel00-32X in version
6.1.0 . Starting with Netvisor ONE version 7.0.0, the OIR infrastructure is also
supported on the following platforms:

e Dell: S5232F-ON, S5248F-0ON, S5224F-0ON, 29264
e Edgecore: AS7816-64X, AS7726-32X, AS5835-54X, AS7326-56X, AS5835-54T

e Freedom:F9664-C, F9432-C,F9460-X, F9480-V, F9460-T

The support for transceiver OIR infrastructure enhances Netvisor ONE to process the
transceiver OIR events and apply appropriate configuration and startup sequencing
based on the type of module inserted or removed. This infrastructure implementation
improves the hardware monitor service to detect OIR events and notify Netvisor ONE.

Prior to version 6.0.1, Netvisor supported initialization of optical devices on switches
only at power-on. Starting with Netvisor ONE version 6.0.1, with the Transceiver OIR
infrastructure support, you can also facilitate run-time initialization of optical devices
(hot-swappable) while the switch is powered-on. This provides scalable infrastructure
for device-specific initialization requirements upon OIR of the transceiver on NRUO3 and
NRU-S0301 platforms, and on Wedgel00-32X in version 6.1.0 . From Netvisor ONE
version 7.0.0 onward, this capability is extended to other platforms listed in the Note
above.

That is, you can remove, insert, swap, or replace the transceivers when the system is
functioning. Each transceiver has unique characteristics, parameters, timing
requirement, initialization sequence, and configuration impact to the switch port and
Netvisor ONE adheres to these characteristics for the transceiver to operate correctly.

With transceiver OIR infrastructure support, Netvisor ONE automatically detects the
type of device installed in the physical port and the OIR determines the port settings if
the et h- node or pre-emphasis (port - cabl e-t ype) settings are not configured
already.
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An important distinction between pre-OIR support release and releases with OIR
support is the use of sys-default configuration option, as explained in the table:
Table 3-1: Pre-OIR Release Vs OIR Supported Releases

Behavioral difference

Pre-OIR support behavior

Releases with OIR support
behavior (only OIR support
platforms)

Eth-mode set to sys-
default

Eth-mode setting is
determined by port speed;
all ports of that speed will
have same eth-mode
setting.

Eth-mode setting is
applied per physical port
based on the device type
thatis plugged in.

Cable-type set to sys-
default

Cable-type set to

platform default (3m DAC)
for all ports, regardless of
which cable is plugged in.

Cable-type setting is
applied per physical port
based on the device type
thatis plugged in.

Note: Ensure to set the et h- node settings in accordance with the switch vendor

recommendation.

For example, releases prior to having support for OIR, a100G DAC cable and 100G SR4
optic cable have the same eth-mode configuration if both ports are configured for sys-
def aul t . However, with OIR support, these ports have et h- nbode configured as CR4

and SR4, respectively.

When you are upgrading Netvisor ONE from an earlier version which does not have
support for OIR to a version which supports OIR, the original settings are retained unless
you revert to the system default settings by using the port - confi g-nodi fy port
<port-nunmr eth-node sys-default commandorthe port-cabl e-type-

nodi fy port

<port-list> type sys-default commanduponupgrade.The

sys-def aul t parameter ensures that the hardware settings are set in accordance to
the specific device type installed after upgrading to a version which supports OIR.

Note: It is highly recommended to configure et h- node andcabl e-t ype tosys-
def aul t for newly deployed ports.
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Below is an sample configuration after upgrading to a Netvisor version that features
platform support for OIR:

CLI (network-adm n@ru03-switch) > port-cable-type-nodify port
all type sys-default

War ni ng: updating SI settings will apply to all ports in a port group and wll
flap enabled ports

Pl ease confirmy/n (Default: n):y

Updated SI settings for port(s) 1-125 to sys-default

CLI  (network-adm n@ru03-switch) > port-cable-type-show

switch port type cabl e- sub-type
nru03-switch none dac ca-s
nru03-switch none dac ca- |
nru03-switch none dac ca-n
nru03-switch none dac def aul t
nru03-swi tch none optical def aul t

nru03-switch 1-125 sys-default default

The auto negotiation and the FEC are user-configurable features, that is, you can enable
or disable these features; Transceiver OIR will not override those settings.

Note: When you upgrade from an earlier version which does not have support for OIR
to a version which supports OIR, all existing port configuration settings are preserved.
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Usage Guidelines

e At system startup with a fully-populated switch, an initial insertion event is
generated for each transceiver, but this has a minimal impact on Netvisor startup
time.

e The et h- nbde, ER4 is not supported by Broadcom SDK. Per Broadcom
recommendation, the OIR infrastructure programs the hardware as SR4 when ER4
device is detected.

e For RDH 72/16 (PSM4) the recommended system default eth-mode is CAUI4 at 100G
speed and LR4 for 4x25G speed as determined by the OIR.

e Thetransceiver OIR implementation in Netvisor ONE version, which supports OIR has
minimal error handling capabilities. Failures in the execution of OIR state machine
events may cause port to enter into error state. If you encounter an error, you must
remove and re-insert the transceiver to recover.

Note: If for any reason you are unable to recover the transceiver, you must contact
Pluribus TAC for support.

e The transceiver OIR infrastructure introduces a new SNMP event when entering and
exiting the error state. Below is a sample SNMP event generated during an enter/exit
error state as a reference:

2020-09-23 21:40:39 localhost [UDP: [127.0.0.1]:37190->[127.0.0.1]:162]:

DI SMAN- EVENT- M B: : sysUpTi nel nstance = Tineticks: (17946935) 2 days,

1:51: 09. 35

SNVPv2-M B: : snnmpTrapO D.0O = A D:. PN LOG M B:: pnLoghat chNoti fication

PN-LOG- M B: : pnLogMat chName. 0 = STRING PortO RErr PN LOG M B: : pnLogFi | eNane. 0
= STRING /nvOS/log/event.log PN-LOG M B:: pnLogMat chCount.0 = Gauge32: 3
PN-LOG-M B: : pnLoghvat chData. 0 = STRING 2020-09-23, 21: 40: 01. 352234-07: 00
nru02-al pha2 nv0OSd(3830) event port_oir_error_enter(11527) : |evel =warn
event-type=port : port=1 : Port=1 enter xcvr oir error state

2020-09-23 21:41:39 localhost [UDP: [127.0.0.1]:37190->[127.0.0.1]:162]:

DI SMAN- EVENT- M B: : sysUpTi nel nstance = Tineticks: (17952935) 2 days,

1:52: 09. 35

SNVPV2-M B: : snnmpTrapO D.0O = A D:. PN LOG M B:: pnLoghat chNoti fication

PN-LOG- M B: : pnLogMat chName. 0 = STRING PortO RErr PN LOG M B: : pnLogFi | eNane. 0
= STRING /nvQOS/log/event.log PN-LOG M B: : pnLogMat chCount.0 = Gauge32: 4
PN-LOG- M B: : pnLoghvat chData. 0 = STRING 2020-09-23, 21: 40: 46. 408637-07: 00
nru02-al pha2 nv0OSd(3830) event port_oir_error_exit(11528) : |evel=warn
event-type=port : port=1 : Port=1 exit xcvr oir error state

e |tis possible to miss aninsertion or removal event if a transceiver is inserted and
removed rapidly.

Note: You must restrain from removing and inserting a transceiver rapidly because
that could cause the port to enter error state in the OIR state machine, especially if
a different type of transceiver is inserted.

e Transceiver OIR leverages the device characteristic information maintained in the
device EEPROM.

Note: The vendors that do not comply with MSA standard may not operate
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properly when used with OIR. For best results, use only those devices that are
listed in the Transceiver Compatibility Information, available on Pluribus
Networks Technical Documentation.

e With OIR infrastructure:
0 The pre-emphasis and the et h- node settings are set in accordance with the
device type
o The DAC pre-emphasis setting is set in accordance with the DAC cable length

Note: Currently the OIR infrastructure uses the 3 meter DAC setting when
programming the hardware, regardless of the actual DAC cable length.


https://www.pluribusnetworks.com
file:///https://www.pluribusnetworks.com/support/technical-documentation/

n NETWORKS

CLI Settings

Note: You should never modify the OIR settings.

Use the following CLI commands to verify the OIR details on your switch.

To display the XCVRs present on port in the switch, use:

CLI (network-adm n@w tch) > port-xcvr-show port <port
For example, to see the details:

CLI (network-adm n@5232F) > port-xcvr-show format
swi t ch, port, vendor - nane, part - nunber, seri al - nunber

switch port vendor-nane part - nurmber seri al - number

S5232F 49 Amphenol 603020002 APF16010026PNMB
S5232F 51 FI' NI SAR CORP FCBN510QE2C03 WKQDEXM

S5232F 55 Arista Networks CAB-Q Q 3M XHC1315DG10H
S5232F 56 DELL GWFC5 MY013602746004F

To check the port phy status, use:

CLI (network-adm n@w tch) > port-phy-show port <port
For example,

CLI  (network-adm n@5232F) > port-phy-show

switch port state speed eth-node nmax-frane def-vlan

S5232F 1 down 100000 caui 4 1540 1
S5232F 5 down 100000 caui 4 1540 1
S5232F 57 up 100000 cr4 1540 1
S5232F 61 down 100000 caui 4 1540 1
S5232F 117 up 100000 cr4 1540 1
S5232F 126 down 10000 xfi 1540 1
S5232F 127 down 10000 xfi 1540 1

nunber >

number >
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Enabling Jumbo Frame Support

Jumbo frames are (oversized) Ethernet frames with a size greater than 1518 bytes
(including the Ethernet header and FCS) or 1522 bytes (when a VLAN tag is present).

Different vendors may support different maximum frame sizes for jumbos, as the IEEE
standard does not cover jumbo frames (except for baby giants). Typically jumbo frames
are described with the maximum payload length they support, namely, the Maximum
Transmission Unit (MTU). It is common for platforms (including servers) to support
jumbo frames with (at least) an MTU of 9K bytes. 1 K usually corresponds to 1000 (but
may also equate to 1024 on some platforms), so that means that the MTU is 9000 (or
9216) bytes.

When you enable the jumbo frame feature on a port on Pluribus switches, the port can
accept and forward jumbo frames. This feature is meant to optimize server-to-server
performance (by minimizing the CPU processing overhead for large block transfers).

By default, jumbo frames are disabled on Netvisor ONE and so the default Ethernet MTU
for all switch ports is 1500 bytes. When you enable the jumbo frame feature on a port,
the MTU size is increased to accept 9K byte frames on that port.

The larger MTU supported on Pluribus switches helps on transport links to be able to
deal with the transport overhead (for example, with the VXLAN and vLE functionalities
described in the Configuring VXLAN and Configuring Advanced Layer 2 Transport
Services sections).

To enable jumbo frame support, add the j unbo parameter to the port - confi g-
nodi f y command:

CLI (network-adm n@w tch) > port-config-nmodify port 1 junbo

To enable jumbo frame support on trunk ports, add the jumbo parameter to the t r unk-
nodi fy ort r unk- cr eat e commands:

CLI (network-adm n@witch) > trunk-nodify nanme trunkl junbo
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Configuring Uplink Groups

Certain features require that a switch monitors the total available aggregate uplink
bandwidth compared to the amount of downlink traffic being generated by the attached
devices. The requirement is to prevent oversubscription of the uplinks by traffic sourced
from the downlinks (host-facing ports).

For that purpose, starting from Netvisor ONE release 7.0.0, the software supports the
configuration of uplink groups, which can be used with features like vLE and bidirectional
vPG for uplink oversubscription avoidance. (Refer to the Configuring Virtual Link
Extension and Configuring Pluribus Network Packet Broker sections of the
Configuration Guide for more details on those features.)

Uplink oversubscription is defined as: total downlink capacity > total uplink capacity (for a
given switch).

Note: The operational status of switch ports is not considered to calculate the uplink
and downlink aggregated bandwidth capacities. Only the configuration/administrative
state is considered.

Note: Uplink groups support only bidirectional vPG-driven connections and not
unidirectional vPG-driven connections.

The configuration of an uplink group allows users to track the available aggregate
bandwidth of the physical ports added to a group. (Trunks cannot be added.) Then, a
system configuration allows the users to select which action to apply in case of
aggregate bandwidth mismatch between the uplink ports and the downlink ports:

e No warning or error is generated (default behavior)
e Allow the creation of a connection across the fabric, but:
o Display an appropriate message to warn about oversubscription
0 Logtheeventinsystem.log
e Refuse the creation of a connection across the fabric if its creation leads to
oversubscription.

Note: The software currently does not support separate uplink port groups per
feature connection to monitor oversubscription more granularly. Hence this could
lead to inaccuracies in reporting (i.e., to false positives).

The software tracks port additions/modifications/deletions as well as port speed
changes to calculate the aggregate bandwidth. Whenever a feature-driven connection
across the fabric is created/deleted/disabled, the downlink port capacity is also modified
(when applicable) and checked.

Note: Uplink/downlink port speed changes when enabling/disabling auto-negotiation
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are not reflected in the respective group’s aggregated bandwidth. So, after auto-
negotiation, if a port speed changes and leads to oversubscription, the event is not
reported.

Release 7.0.0 introduces a new set of commands to configure an uplink group, as shown
below:

CLI (network-adm n@w tch) > uplink-group-port-show
switch: swtch
ports: none

CLI (network-adm n@w tch) > uplink-group-port-add ports 12-14

CLI  (network-adm n@w tch) > uplink-group-port-show
switch: swtch
ports: 12-14

Note: Only physical ports can be added to an uplink group. Configuring trunks will
produce an error.

You can remove ports from an uplink group like so:

CLI (network-adm n@w tch) > uplink-group-port-show
switch: swtch
ports: 12-14

CLI (network-adm n@wi tch) > uplink-group-port-renove ports 12
CLI (network-adm n@w tch) > uplink-group-port-show

switch: swtch

ports: 13-14

You can configure the action to take when uplink oversubscription is detected with the
following command:

CLI (network-adm n@w tch) > systemsettings-nodify uplink-
over subscription-action default | warn | error

def aul t means no warning or error is generated.

war n allows the creation of a connection across the fabric, but a warning message is
produced if the creation causes uplink oversubscription.

If the switch is already in oversubscribed state, the system generates a specific warning
message right when the option is configured:

CLI (network-adm n@w tch) > systemsettings-nodify uplink-
over subscription-action warn

Warning: The switch is already in uplink oversubscription
state. Configure ports to uplink group

You can configure the error option so that the software refuses the creation of a
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connection across the fabric when causing uplink oversubscription:

CLI (network-adm n@w tch) > systemsettings-nodify uplink-
over subscription-action error

CLI  (network-adm n@w tch) > systemsettings-show fornat
upl i nk- over subscri ption-action
upl i nk- over subscri ption: error

If the switch is already in oversubscribed state, the command will fail right away with an
error when the option is configured:

CLI (network-adm n@w tch) > systemsettings-nodify uplink-
over subscription-action error

systemsetting-nodify: failed to change to error action as the
switch is already in uplink oversubscription state. Add ports
to uplink group or renpbve existing VLE VPE bidir)

connecti ons.

If you remove ports from an uplink group, oversubscription may occur due to the
capacity change. The warn and error options trigger, respectively, the following
messages (and action):

CLI (network-adm n@w tch) > uplink-group-port-renmove port 25
Warni ng: renoving ports from uplink group is causing
oversubscription of wuplink ports.

CLI (network-adm n@w tch) > uplink-group-port-renmove port 25
upl i nk-group-port-renove: renoving these ports from uplink
group failed as it is leading to oversubscription of uplink
ports.

If you change uplink/downlink port speeds, that may lead to oversubscription. The war n
and er r or options trigger, respectively, the following messages (and action):

CLI (network-adm n@w tch) > port-config-nodify port 45 speed
409

Warni ng: Change of speed for the port(s) 45 has caused uplink
over subscri ption.

CLI (network-adm n@w tch) > port-config-nodify port 45 speed
409

port-config-nodify: change port speed failed for given port(s)
45 as leading to oversubscription of uplink ports.

In case of the war n option, this is the warning message generated for a vLE
configuration with uplink oversubscription:

CLI (network-adm n@w tch) > vle-create node-1 switch node-1-
port 12 node-2 swi tch2 node-2-port 13 nane vlel

Warni ng: The creation/enabling of vle vlel is causing uplink
over subscription by 1000 nbps.
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In this scenario, the calculated difference between the downlink and uplink capacity is
1000 Mbps.

In case of the er r or option, when oversubscription occurs locally to a vLE switch, this
message is displayed:

CLI (network-adm n@w tch) > vle-create node-1 switch node-1-
port 12 node-2 switch2 node-2-port 13 nanme vlel

vl e-create: creation/enabling of VLE vlel failed because it is
causi ng uplink oversubscription by 1000 nbps. Renbve

associ ated transparent VLAN and VXLAN mapping for the VLE.

Similarly, when oversubscription happens on a remote switch due to the vl e- cr eat e
command, this message is generated:

CLI (network-adm n@w tch) > vle-create node-1 switch node-1-
port 12 node-2 switch2 node-2-port 13 nanme vlel

vle-create: error from switch2: creation/enabling of VLE vlel
failed because it is causing uplink oversubscription by 1000

nbps. Renove associated transparent VLAN and VXLAN mapping for
t he VLE.

In case of the war n option, this is the warning message generated for a vPG
configuration with uplink oversubscription:

CLI (network-adm n@w tch) > vflowcreate nane vl scope fabric
bidir-vpg-1 vpgl bidir-vpg-2 vpg2

Warni ng: The creation/enabling of (bidir vpg)vflow vl is

causi ng uplink oversubscription by 1000 nbps.

In case of the er r or option, when oversubscription occurs locally to a vPG switch, this
message is displayed:

CLI (network-adm n@w tch) > vflowcreate nane vl scope fabric
bidir-vpg-1 vpgl bidir-vpg-2 vpg3

vflow create: The creation/enabling of (bidir vpg)vflow vl is
causi ng uplink oversubscription by 1000 nbps.

Similarly, when oversubscription happens on a remote switch due to the vf | ow
cr eat e command, this message is generated:

CLI (network-adm n@w tch) > vflowcreate nanme vl scope fabric
bidir-vpg-1 vpgl bidir-vpg-2 vpg3

vflow create: error from switch2: The creation/enabling of
(bidir vpg)vflow vl is causing uplink oversubscription by 1000
nbps.

With the war n option, when a vLE is created with endpoints that are local to the switch
and have a speed mismatch, when oversubscription occurs this warning message is
generated:

CLI (network-adm n@w tch) > port-show port 9,49 fornmat
port, config,
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port config
9 fd, 10g
49 fd, 40g

CLI (network-adm n@w tch) > vle-create nane vl node-1 swtch
node- 1-port 9

node-2 sw tch node-2-port 49

Warni ng: creation/enabling of VLE is causing endpt 9 being
over subscri bed.

In the same scenario, but with the er r or option, this action is generated in case of
oversubscription:

CLI (network-adm n@w tch) > vle-create name vl node-1 swtch
node- 1-port 9 node-2 switch node-2-port 49

vl e-create: creation/enabling of local VLE failed because
endpoint 9 is oversubscribed.

Renove associ ated transparent VLAN and VXLAN mapping for the
VLE.

With the war n option, when vPGs are created with endpoints that are local to the switch
(port 17, 45 inthe example below) and have a speed mismatch, this warning message
is generated:

CLI (network-adm n@w tch) > vpg-show
scope nane type ports vni vlan

fabric vpg3 bidirectional 17 12500000 2750
fabric vpg4 bidirectional 22 12500001 2751
fabric vpg5 bidirectional 45 12500002 2752

CLI (network-adm n@wi tch) > port-show port 17,45 fornat
port, confi g,

port config

17 fd, 10g

45 fd, 409

CLI (network-adm n@w tch) > vflowcreate nanme v3 scope |oca
bidir-vpg-1 vpg3

bidir-vpg-2 vpg5

Warni ng: creation/enabling of local vflow is causing endpoint
17 to be

over subscri bed.

In the same scenario, but with the er r or option, this action is generated:

CLI (network-adm n@w tch) > vflowcreate name v3 scope |oca
bidir-vpg-1 vpg3

bi dir-vpg-2 vpg5

vfl ow create: creation/enabling of |ocal vflow failed because
endpoint 17 is
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over subscri bed.

With the war n option, when adding ports to a vPG with an active vFlow connection, the
following warning message is generated when oversubscription occurs:

CLI (network-adm n@w tch) > vflow show format nane, bidir-vpg-
1, bidir-vpg-2,inport,
nanme bidir-vpg-1 bidir-vpg-2 in-port

v6 vpg3 vpg2 12
If port 12 (10g) is removed and trunk port 273 (20g) is added to vpg3 of vFlow v 6:

CLI (network-adm n@w tch) > vpg-port-renove vpg-nane vpg3
ports 12

CLI (network-adm n@w tch) > vpg-port-add vpg-name vpg3 ports
273

war ni ng: creation/enabling of Vflow v6 is causing uplink

over subscription by

10000 nbps

In the same scenario, but with the er r or option, this action is generated in case of
oversubscription:

CLI (network-adm n@w tch) > vpg-port-renove vpg-nane vpg3
ports 12

CLI (network-adm n@w tch) > vpg-port-add vpg-nanme vpg3 ports
273

vpg- port-add: creation/enabling of Vflow v6 failed because it
is causing uplink

oversubscription by 1000 nbps. Consider adding ports to uplink
gr oup.

With the war n option, when trunk ports of a bidirectional vPG belonging to active vFlow
connections are modified, the following warning message is generated when
oversubscription occurs:

CLI (network-adm n@w tch) > vflow show format nane, bidir-vpg-
1, bidir-vpg-2,inport,
name bidir-vpg-1 bidir-vpg-2 in-port

v6 vpg3 vpg2 27

CLI (network-adm n@wi tch) > trunk-show nane t1 format
nane, trunk-id, ports
name trunk-id ports

tl 273 21

If the uplink bandwidth is 10 Gbps and the trunk t 1 is expanded to double its capacity,
say, with ports 21-22 (20g), then oversubscription would occur:

CLI (network-adm n@w tch) > trunk-nodify ports 21-22 nanme tl
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Warni ng: nodifying trunk paraneters in use by bidir vpg is
| eading to uplink oversubscription.

In the same scenario, but with the er r or option, this action is generated instead:

CLI (network-adm n@w tch) > trunk-nodify ports 21-22 nane t1l
trunk-nmodify: nodifying trunk parameters in use by bidir vpg
failed because it is leading to uplink oversubscription.

You can show the uplink oversubscription state with the following command:

CLI  (network-adm n@w tch) > uplink-group-port-
over subscri pti on-st at e- show

upl i nk- bw: 20000

downl i nk- bw 50000

upl i nk- over subscri ption: vyes
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Configuring Port Bandwidth Monitoring

Netvisor ONE version 7.0.0 enables you to configure alerts in the form of SNMP traps

and syslog messages when the data throughput across a port over an interval exceeds a
configured bandwidth threshold. This feature helps in detecting network congestion and
monitoring port bandwidth usage.

When you enable this feature, Netvisor ONE logs separate syslog messages when the
threshold is exceeded by ingress or egress traffic and also when the bandwidth usage
decreases from a value above the threshold to a value below the threshold on a port.
This creates four possible combinations of log messages for when the bandwidth usage
exceeds or falls below the threshold by ingress or egress traffic. You can also enable
SNMP traps for bandwidth monitoring through the CLI.

For more information on system log messages, refer Netvisor ONE Log Messages Guide.

Note:

e Netvisor ONE calculates the throughput for a port as the total bandwidth used by all
types of network traffic. In other words, the bandwidth usage calculation is not
traffic-specific.

e |fyouissuetheport -stats-cl ear command during a port bandwidth
monitoring interval, the throughput calculation for that interval may not be
accurate.

e You cannot configure this feature on trunk ports. But if you configure bandwidth
usage monitoring on a port and add it to a trunk, the port continues to be
monitored.

e You cannot configure this feature on the CPU port (port 0).

To configure port bandwidth monitoring, use the command:

CLI  (network-admin@w tch) > port-bwthreshold-alert-nodify

port-bwthreshol d-al ert-

modi fy Modify port bandwidth monitoring.

Specify the list of ports that you want to

port port-1list onitor.

Specify the bandwidth threshold as a
percentage of the total bandwidth of
the ports. The default value is O, which
means that bandwidth monitoring is
disabled by default.

bwt hreshold bwthreshol d-
string

For example, to configure the bandwidth threshold as 25 percent for ports 24 to 26, use
the command:
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CLI  (network-admin@wi tch) > port-bwthreshold-alert-nodify
port 24-26 bwthreshold 25

Use the port - bwt hr eshol d- al ert - showcommand to display the configuration:

CLI  (network-adm n@w tch) > port-bwthreshold-alert-show
switch port bwthreshold

switch 24 25%

switch 25 25%

switch 26 25%

To configure a port bandwidth monitoring interval, use the command:

CLI  (network-admi n@w tch) > port-bwthreshol d-non-int-nodify

port - bwt hreshol d- non-i nt - Modify port bandwidth monitoring
nodi fy interval.

Specify a port bandwidth monitoring
interval. The allowed range of values is
between 10 and 300 seconds. The
default value is 30 seconds.

nonitor-interval 10..300

For example, to set a port bandwidth monitoring interval of 45 seconds, issue the
command:

CLI  (network-adm n@w tch) > port-bwthreshol d-non-int-nodify
moni tor-interval 45

Use the port - bwt hr eshol d- non- i nt - showcommand to display the monitoring
interval configuration.

CLI  (network-admi n@wi tch) > port-bwthreshol d-non-int-show
nmonitor-interval: 45

You can view the syslog message for events related to port bandwidth monitoring by
issuing the | og- syst em showcommand:

CLI (network-adm n@w tch) > |og-systemshow |ayout vertical
count 2

cat egory: system

time: 2021-09- 27, 06: 57: 54. 743025-07: 00

narme: tx_port _bw th _exceed

code: 11551

| evel : not e

port: 9

nessage: Egress port bandw dth threshold exceeded at
port =9

cat egory: system

time: 2021-09- 27, 06: 59: 34. 747463- 07: 00

narme: tx_port _bw th _not exceed
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code: 11552

| evel : not e

port: 9

nmessage: Egress port bandwi dth threshold no | onger

exceeding at port=9

To receive SNMP alerts when the bandwidth usage exceeds the configured threshold,
you must configure an SNMP trap for port bandwidth monitoring. Use the snnp-t r ap-
enabl e- nodi f y command to enable or disable this SNMP trap.

To enable the SNMP trap for port bandwidth monitoring, use the command:

CLI (network-adm n@w tch) > snnp-trap-enable-nodify port-bw
t hr eshol d- exceed- event

To disable the SNMP trap for port bandwidth monitoring, use the command:

CLI (network-adm n@w tch) > snnp-trap-enable-nodify no-port-
bw- t hr eshol d- exceed- event

The SNMP trap message for the event where port bandwidth usage exceeds the
threshold is:

DI SMAN- EVENT- M B: : sysUpTi nel nstance = Tineticks: (317194)
0: 52:51.94

SNWPV2-M B: : snnmpTrapO D.O = O D SNWv2-
SM::enterprises.47269.4.7.3.1

SNVPv2-SM : :enterprises.47269.4.7.1.1.2.2 = STRING
"egressPort BwThr eshol dExceeded”
SNVPv2-SM : . enterprises.47269.4.7.1.1.3.2 = STRING

"/ nvOS/ | og/ system | og”
SNVMPv2-SM : :enterprises.47269.4.7.1.1.4.2 = Gauge32: 5

SNWVPv2-SM ::enterprises.47269.4.7.1.1.5.2 = STRING "2021-09-
27,06: 57: 54. 743025-07: 00 aries-ext-01 nvOSd(3775) system
tx_port_bw th_exceed(11551) : level=note : port=9 : Egress

port bandw dth threshold exceeded at port=9

You can also view the event where the port bandwidth usage exceeds the configured
threshold by using the por t - showcommand. For example, in the case where the
bandwidth threshold is exceeded by the ingress traffic on port 23, the output of the
port - showcommandis:

CLI (network-adm n@w tch) > port-show port 23
switch port status
config

swtch 23 def er-bringup-wait,rx-bwthreshol d- exceeded fd, 10g

You can also view the counters for the port bandwidth exceed event by issuing the
port - st at s- showcommand:
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CLI (network-adm n@w tch) > port-stats-show format port, Rx-bwth-exceed-
count, Tx- bwt h-exceed-count,ibits, obits, port 41-42 showinterval 1
port Rx-bwth-exceed-count Tx-bwth-exceed-count ibits obits

41 0 0 131K 754K
42 0 0 164M 749K
port Rx-bwth-exceed-count Tx-bwth-exceed-count ibits obits

41 0 0 131K 754K
42 0 0 171M 749K
port Rx-bwth-exceed-count Tx-bwth-exceed-count ibits obits

41 0 0 132K 754K
42 1 0 178M 749K
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Configuration Using Port Description instead of Port Number

With Netvisor ONE version 7.0.0, you can use the port description as a port selector for
configuring various features and functionalities. You can assign port descriptions and
trunk descriptions to ports and use these descriptions to create VLAN, vLE, or vPG
configurations.

While creating configurations using port or trunk descriptions, various scenarios that
arise are discussed below in the context of VLAN creation.

As a basic configuration to illustrate different scenarios, create trunkst r unk1 and
t r unk?2 with different trunk descriptions:

CLI (network-adm n@w tch) > trunk-create nane trunkl ports 15
description vlan_ test trunkl

CLI (network-adm n@w tch) > trunk-create nanme trunk2 ports
18,20 description vlan_test _trunkl

Case 1: You cannot use a description that is shared by multiple trunks for VLAN
configuration.

Display the trunk descriptions:

CLI (network-adm n@w tch) > trunk-show format trunk-
id, ports, description

trunk-id ports description
275 15 vl an_test _trunkl
276 18, 20 vlan_ test trunkl

Display the port descriptions:

CLI (network-adm n@w tch) > port-show port 15,18, 20

switch port bezel-port status config description trunk

switch 15 15 trunk fd, 10g, autoneg vl an_test_trunkl trunkl
switch 18 18 trunk fd, 10g vlan_test trunkl trunk2
switch 20 20 trunk fd, 10g, autoneg vlan_test_trunkl trunk2

Try creating a VLAN by using the trunk description shared by two trunks:

CLI (network-adm n@w tch) > vlan-create id 2 scope | ocal
port-desc vlan_ test trunkl

vlan-create: Miltiple ports found with description
"vlian_test trunkl'

Case 2: You cannot use a description that is shared by a trunk port and a trunk member
port for VLAN configuration.

Modify the configuration such that a trunk port and a member port from the other trunk
have the same description:
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CLI (network-adm n@w tch) > trunk-nmodify nanme trunk2 ports
18,20 description vlan_test_trunk2

CLI (network-adm n@w tch) > port-config-nodify port 18
description vlan_test _trunkl

Display the trunk descriptions:

CLI (network-adm n@w tch) > trunk-show format trunk-
id, ports, description,

trunk-id ports description
275 15 vl an_test trunkl
276 18, 20 vl an_test trunk2

Display the port descriptions:

CLI (network-adm n@w tch) > port-show port 15,18, 20

switch port bezel -port status config description trunk

switch 15 15 trunk fd, 10g, autoneg vl an_test_trunkl trunkl
switch 18 18 trunk fd, 10g vl an_test_trunkl trunk2
switch 20 20 trunk fd, 10g, autoneg vl an_test_trunk2 trunk2

Try creating a VLAN with a description that is shared by a trunk and a member port:

CLI (network-adm n@w tch) > vlan-create id 2 scope | ocal
port-desc vlan_test_trunkl

vl an-create: Miltiple ports found with description
"vlian_test trunkl'

Case 3: You cannot use a description that is shared by a trunk port and a physical port for
VLAN configuration.

Modify the current configuration such that a trunk port and a physical port has the same
description:

CLI (network-adm n@w tch) > trunk-nodify nane trunk2 ports 18
description vlan_ test trunk2

CLI (network-adm n@w tch) > port-config-nodify port 20
description vlan_test_trunkl

Display the trunk descriptions:

CLI (network-adm n@w tch) > trunk-show format trunk-
id, ports, description,

trunk-id ports description
275 15 vl an_test _trunkl
276 18 vl an_test trunk2

Display the port descriptions:

CLI (network-adm n@w tch) > port-show port 15,18, 20
switch port bezel-port status config description trunk
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switch 15 15 trunk fd, 10g, autoneg vlan_test_trunkl trunkl
switch 18 18 trunk fd, 10g vl an_test _trunk2 trunk2
switch 20 20 fd, 10g, autoneg vl an_test _trunkl

Try creating a VLAN using the port description shared by a trunk and a physical port:

CLI (network-adm n@w tch) > vlan-create id 2 scope |ocal
port-desc vlan_test_trunkl

vlan-create: Miltiple ports found with description
"vlian_test trunkl'

Case 4: You can use a description shared by a trunk and all its member ports for
configuring a VLAN.

Modify the current configuration such that a trunk port and its member ports have the
same description:

CLI (network-adm n@w tch) > trunk-nodify nanme trunk2 ports
18,20 description vlan_test_trunk2

Display the trunk descriptions:

CLI (network-adm n@w tch) > trunk-show format trunk-
id, ports, description

trunk-id ports description
275 15 vl an_test _trunkl
276 18, 20 vl an_test _trunk2

Display the port descriptions:

CLI (network-adnmi n@w tch) > port-show port 15,18, 20

switch port bezel -port status config description trunk

switch 15 15 trunk fd, 10g, autoneg vl an_test_trunkl trunkl
switch 18 18 trunk fd, 10g vl an_test _trunk2 trunk2
switch 20 20 trunk fd, 10g, autoneg vlan_test_trunk2 trunk2

Create a VLAN using the port description of the trunk member ports:

CLI (network-adm n@w tch) > vlan-create id 2 scope | ocal
port-desc vlan_ test trunk2
Vlans 2 created

Display the VLAN configuration for the ports:

CLI (network-adm n@w tch) > port-vlan-show vlians 2 ports 18,20

switch bezel-port port vlans untagged-vlan description active-vl ans
switch 18 18 1-2 1 vl an_t est _trunk2 none
switch 20 20 1-2 1 vl an_t est _trunk2 none

Case 5: You cannot use a port description shared by member ports of different trunks
(with no trunk description) to configure a VLAN.

Modify the current configuration such that the port descriptions of member ports of two
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different trunks are the same:

CLI (network-adm n@w tch) > trunk-nodify nanme trunkl ports 15
description ""

CLI (network-adm n@w tch) > trunk-nmodify nanme trunk2 ports

18, 20 description

CLI (network-adm n@w tch) > port-config-nodify port 15
description vlan_test _trunk_nmenber

CLI (network-adm n@w tch) > port-config-nodify port 18
description vlan_test_trunk_menber

Display the trunk descriptions:
CLI (network-adm n@w tch) > trunk-show format trunk-

id, ports, description
trunk-id ports

Display the port descriptions:

CLI  (network-adm n@w tch) > port-show port 15,18, 20

switch port bezel-port status config description t runk

switch 1 15 trunk fd, 10g, autoneg vl an_test_trunk_nenber trunkl
switch 18 18 trunk fd, 10g vl an_test _trunk_nenber trunk2
switch 20 20 trunk fd, 10g, aut oneg t runk2

CLI (network-adm n@w tch) > vlan-create id 2 scope | ocal
port-desc vlan_test_trunk_nmenber

vlan-create: Miltiple ports found with description
"vlan_test _trunk_menber’

Case 6: You can use a unique trunk member port description (with no trunk description)
to configure a VLAN.

Modify the current configuration such that there is a unique port description for a trunk
member port:

CLI (network-adm n@w tch) > port-config-nodify port 18
description vlan_test_trunk2

Display the trunk descriptions:
CLI (network-adm n@w tch) > trunk-show format trunk-

id, ports, description
trunk-id ports

Display the port descriptions:

CLI  (network-adm n@w tch) > port-show port 15,18, 20
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switch port bezel -port status config description t runk
switch 15 15 trunk fd, 10g, autoneg vl an_test_trunk_nenber trunkl
switch 18 18 trunk fd, 10g vl an_t est _trunk2 t runk2
switch 20 20 trunk fd, 10g, aut oneg trunk2

Create a VLAN using a unique trunk member description:

CLI (network-adm n@w tch) > vlan-create id 2 scope |ocal
port-desc vlan_test _trunk_nmenber
Vlans 2 created

Display the VLAN configuration for the ports:

CLI (network-admi n@w tch) > port-vlan-show vlians 2 ports 15
switch bezel -port port vlans untagged-vlan description active-vl ans

switch 15 15 1-2 1 vl an_t est _trunk_nenber none
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Configuring Layer 2 Features

This chapter provides information about the protocols and configurations supported on
Layer 2 network by using the Netvisor ONE command line interface (CLI) on a Netvisor
ONE switch.

e Understanding the Supported L2 Protocols

e Configuring LLDP

e Understanding and Configuring VLANs

e Configuring Rapid Spanning Tree Protocol (RSTP)

e Configuring Multiple Spanning Tree Protocol (MSTP)
e Achieving a Loop-Free Layer 2 Topology

e FastFailover for STP and Cluster

e Configuring Auto-Recovery of a Disabled Port
e Configuring STP Root Guard

e Configuring Fabric Guard

e Configuring Layer 2 Static Multicast Groups
e Configuring Hardware Batch Move in Layer 2 Table

e Configuring Excessive MAC or IP Move Protection

e About Layer 2 Hardware Hashing

Netvisor ONE Configuration Guide 7.0.1- Copyright 2021 - Pluribus Networks Page 227 of 1150


https://www.pluribusnetworks.com

n_ NETWORKS

Understanding the Supported Layer 2 Protocols in Netvisor
ONE

Layer 2 (the Data Link layer) enables the transfer of data between adjacent nodes in a
network segment, such as local or wide area networks. Layer 2 frames do not cross the
boundaries of the local network. Services provided by Layer 2 include, but are not limited
to: frame encapsulation, device addressing, error detection, packet forwarding, loop
prevention, flow control, frame queuing, Quality of Service (QoS), and traffic
segmentation through Virtual LANs (VLANS).

Netvisor ONE supports the following Layer 2 protocols and functionalities:

Spanning Tree Protocol (STP)

Rapid Spanning Tree Protocol (RSTP)
Multiple Spanning Tree Protocol (MSTP)
Link Aggregation (LAG)

virtual Link Aggregation (VLAG)

Link Aggregation Control Protocol (LACP)
Link Layer Discovery Protocol (LLDP)
Root Guard

Fabric Guard
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Configuring LLDP

The Link Layer Discovery Protocol (LLDP) is an open, vendor-independent protocol that
advertises a device's identity, abilities, and neighboring devices connected within the
Local Area Network. This protocol is based on IEEE 802.1ab standard. An LLDP device
sends information as Ethernet frames at regular intervals and each frame contains one
LLDP Data Unit (LLDPDU) which is a sequence of different Type-Length-Value (TLV)
structures. These frames start with the mandatory TLVs that include the Chassis ID, Port
ID, and Time-To-Live (TTL) followed by a number of optional TLVs.

Netvisor ONE provides a generic LLDP ON/OFF toggle function set at the system level.
LLDP is enabled on a switch by default and without the generic function, you must
disable LLDP configuration on all ports to disable LLDP on a switch. This resets all
related configurations of LLDP protocol settings at the port level and LLDP vFlows. Use
the following CLI command to enable or disable the protocol at the system level:

CLI (network-adm n@eafl) > systemsettings-nodify [I1dp]|no-
['1dp]

LLDP packets are processed on the CPU after being directed there by specific vFlow
policies. To clear all LLDP protocol system redirects, use the parameterno- | | dp. To
add all LLDP protocol system redirects, use the parameter | | dp. This approach ensures
that port LLDP configurations are not disturbed.

To verify the LLDP status, use the command:

CLI (network-adm n@eafl) > systemsettings-show

swit ch: | eaf 1

optim ze-arps: of f

'l dp: of f

pol i cy- based-routi ng: of f

opti m ze- nd: of f

reacti vat e-nac: on

To enable/disable LLDP on one or more ports, use the command port -1 | dp- nodi fy.

CLI (network-adm n@eafl) > port-Ildp-nodify
port-II|dp-nodify Modify the LLDP setting on ports.
Specify the following options:

Specify the ports on which LLDP has to
port port-1list be enabled or disabled as a list separated
by commas.

Specify the option to enable or disable

Il dp| no-11dp LLDP

CLI (network-adm n@witch) > port-lldp-nodify port <port-Ilist>
[11dp]|no-I1dp]

I I dp- showcommand displays the LLDP information of the neighbors in the network.
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CLI (network-adm n@eafl) > |Idp-show

This command displays LLDP

I'l dp- show information.

Specify any of the following options to view the LLDP information specific to that
parameter.

| ocal -port | ocal-port-nunber Specify a local port number.
bezel -port bezel -port-string Specify the bezel port number.

Specify the chassis ID of the neighboring

chassis-id chassis-id-string device

Specify the port ID of the neighboring

port-id port-id-string device

Specify the system name of the

sys-name sys-name-string neighboring device

For example:

CLI (network-adm n@wW) > || dp-show

switch | ocal -port bezel -port chassis-id port-id port-desc Ssys- nane
Sw 17 17 090009ef 17 PN Switch Port(17) proto-1
Sw 121 121 090009ee 121 PN Switch Port(121) proto-2
Sw 13 13 090009ef 13 PN Switch Port(13) proto-1
Swe 117 117 090009ee 117 PN Switch Port(117) proto-2
port -1 | dp- showcommand displays the LLDP status on a port basis.

CLI (network-adm n@eafl) > port-I|Idp-show

Display LLDP configuration on the ports.
This command when executed without
any parameters displays the LLDP status
(on/off) of all the ports on the switch.

port-11dp-show

Specify any of the following parameters to view the LLDP information specific to that
parameter.

Specify the list of ports separated by

< -1 >
port port-1list COMMAS.

Use the option| | dp to view all the ports
on which LLDP is enabled.

Use the option no- | | dp to view all the
ports on which LLDP is disabled.

Il dp| no-11dp

For example:

CLI (network-adm n@eafl) > port-IIldp-show port 12,13, 14,15
switch port |1dp

Leaf 1 12 on
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13 on
14 on
15 on
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Understanding and Configuring VLANSs

A Virtual Local Area Network (VLAN) enables devices to be segmented into logically
separate broadcast domains within the same LAN. VLANs improve network
performance by directing network traffic only to the parts of the network that need to
receive it. Network segments so created keep traffic isolated based on the respective
VLAN IDs associated to the transmitted frames. Applying targeted security features to
specific network areas is also made simpler through the use of VLANSs.

As per the standards, Netvisor ONE uses the 12-bit field in the header of each packet as a
VLAN identifier or VLAN tag. The maximum number of VLANSs that can be defined is
4092.VLANs 4093,4094, and 4095 are reserved for internal use while VLAN 1 is the
default fabric VLAN for untagged traffic. Untagged packets can be mapped to any VLAN,
but Netvisor ONE maps this traffic to VLAN 1 by default.

Configuring an untagged VLAN is necessary while connecting a switch to devices that
do not support IEEE802.1Q VLAN tags. The ports on a switch can be configured to
automatically map untagged packets to a specific VLAN. Netvisor ONE also allows you to
block untagged traffic on a port basis, that is, the untagged VLAN on a port can be
removed or deleted.

About VLAN1

e VLAN1lisenabled on all ports by default. However, VLAN 1 can be removed from any
port on which itis the untagged VLAN. Now, the port has no untagged VLANs and all
untagged traffic is dropped on that port.

e To generalize the point above, if VLAN x is the untagged VLAN for a port and if VLAN
x is removed from that port, then the port has no untagged VLAN and all untagged
traffic is dropped on that port.

e VLAN1canalso function as a tagged VLAN for a port. This happens automatically in
cases where VLAN 1is the default untagged VLAN, and then another VLAN is
configured as an untagged VLAN on the port.

e VLAN 1 cannot be created or deleted. VLAN 1 configuration is stored in persistent
storage.

The default fabric VLAN can be changed from VLAN 1 to another VLAN ID using the
command f abri c-1 ocal - nodi fy. For example, to set VLAN 20 as the default fabric
VLAN, use the command:

CLI (network-adm n@eafl) > fabric-local-nmodify vlian 20

Warning: If you create a VLAN with scope fabric and configure it as the untagged
VLAN on all ports, it can disrupt the fabric communication.

Note: The untagged VLAN feature is not the same as the default VLAN using the IEEE
8021Qtagl.

The vl an- cr eat e command creates VLANs on the current switch.

CLI (networ k-adm n@eafl) > vlan-create


https://www.pluribusnetworks.com

vl an-create

id 2...4092

range vl an-1i st
scope [local|cluster]|fabric]

Specify any of the following options:

vnet vnet-nane

vxlan 1..16777215

aut o- vxl an| no- aut o- vx| an

vxl an- node [ standard|
t ranspar ent | qi ng- access]

replicators
none]

[ vt ep-group nang|

public-vlan 2..4092

description description-
string

stats| no-stats

n NETWORKS

Createsa VLAN. You can create a VLAN
either by specifying a VLAN ID or by
specifying arange of VLAN IDs.

Specify the VLAN ID between 2 and
4092.

Note: VLAN O and 1 represents all
untagged or non-VLAN traffic, VLANs
4093,4094, and 4095 are reserved for
internal use.

Specify the range of VLAN IDs.
Use this parameter if you want to specify
a VLAN range instead of a VLAN ID.

Specify the VLAN scope as local, cluster,
or fabric.

Specify the vNET name for this VLAN.
Note: A vNET segregates a physical
fabric into many logical networks, each
with separate resources, network
services, and Quality of Service (QoS)
guarantees.

Specify the VXLAN identifier for the
tunnel.

Specify if you want to enable or disable
aut o- vx| an. Enabling this option
automatically assigns a user-defined
VLAN/VNI mapping to all VTEP
connections in the fabric. If the vxlan
optionis not specified, the software
assigns a VNI automatically.

Specify the VXLAN encapsulation mode
as standard, transparent, or Q-in-Q.

Specify the replicator group. Provide a
VTEP group name to add a replicator.
Specify none to not add a replicator or
remove a configured replicator.

Specify the Public VLAN for vNET VLAN.
Provide a VLAN description.

Use the options to enable or disable
statistics collection for the VLANs being
created.
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Specify the ports assigned to the VLAN

ports port-list as list separated by commas.

port-desc port-desc-string Specify a port description.

Specify the untagged ports assigned to

untagged-ports port-list the VLAN as a list separated by commas.

unt agged- port-desc untagged-

port - desc- st ring Specify a description for untagged ports.

Note: Netvisor ONE allows you to create a large number of VLANSs by using the vl an-
cr eat e command and the r ange keyword. However, in large network topologies
with several nodes with heavy CPU traffic, the CLI may timeout if you create large
number of VLANS. In such scenarios, try creating smaller number of VLANSs.

By default, all ports are tagged on a newly created VLAN. However, if you want to specify
select ports that should be trunked, then use the optional parameter port s witha
comma separated list of ports, or specify a range of ports.

In some cases, you may not want a VLAN to be created on all ports. You can specify the
port parameter as none to apply the VLAN only to the internal ports. For example:

CLI (network-adm n@eafl) > vlan-create id 35 scope fabric
ports none

To delete an existing VLAN, use the command:

CLI (network-adm n@eafl) > vlan-delete
Deletes a VLAN either by ID or by arange
of IDs.

Specify the VLAN ID that you want to
delete.

vl an-del et e

id 2...4092

Specify the range of VLAN IDs that you
want to delete.

Use this parameter instead of i d, if you
want to specify a VLAN range.

range vl an-1i st

Specify the following option:

Specify the name of the VNET from

vnet vnet-nanme which the VLANSs are to be deleted.

Configuration of an existing VLAN can be modified using the vl an- nodi f y command.

CLI  (network-adm n@eafl) >vlan-nodify

Modify a VLAN by specifying the VLAN

vl an- nodi fy D
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id 2...4092

between 1 and 4 of the following options:

description description-
string

vxlan 1..16777215

replicators
| none]

[ vtep-group nane

vnet vnet nane

public-vlan 2..4092

n NETWORKS

Specify the VLAN ID that you intend to
modify.

Provide a VLAN description.

Specify the VXLAN identifier for the
tunnel.

Specify the replicator group. Provide a
VTEP group name to add a replicator.
Specify none to not add a replicator or
remove a configured replicator.

Specify the vNET name for this VLAN.

Specify the public VLAN ID for vNET
VLAN.

Note: Public VLAN ID can only be
specified for private VLANSs.

For example, to modify VLAN25 description from blue to red:

CLI (network-adm n@eafl) > vlan-nodify

id 25 description red

This description can be removed from VLAN25 using the command:

CLI (network-adm n@eafl) > vlan-nodify

id 25 description

Netvisor ONE allows the addition of ports to a VLAN through the vl an- port - add

command.

CLI (network-adm n@.eaf 1)

vl an- port - add

Specify one of the following VLAN
parameters:

vlian-id 2..4092

vl an-range vl an-1Ii st

vl an-vnet vnet - nane
Provide the following port arguments:

swtch sw tch-nane

> vl an-port-add

Add ports to VLANSs.

Specify the VLAN ID to which ports are
to be added.

Specify the range of VLAN IDs to which
ports are to be added.

Specify the vNET for the VLANSs to which
the ports are to be added.

Specify the name of the switch on which
the ports are located.
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ports port-1list

port-desc port-desc-string

[untagged | tagged]

n NETWORKS

Specify the ports that need to be added
to the VLANs as a list separated by
commas.

Specify a previously configured port
description.

Specify either of the options to configure
the ports as untagged or tagged ports.

For example, to configure ports 17 and 18 to accept untagged packets and map them to

VLAN 595, use the following command:

CLI (network-adm n@eafl) > vlan-port-add vlan-id 595 ports

17,18 untagged

To map ports on different switches into thescope f abri ¢ VLAN, use the following

command:

CLI (network-adm n@eafl) > vlan-port-add vlian-id 1-4095
swtch switch-nanme ports port-Ii st

Ports can be removed from a VLAN through the vl an- port - r enbve command.

CLI (network-adm n@eafl) > vlan-port-renove

vl an- port-renove

Specify one of the following VLAN
sectors:

vlian-id 2..4092

vl an-range vl an-1Ii st

vl an-vnet vnet nane

Provide the following port arguments:

switch switch name

port port 1list

port-desc port-desc-string

Remove ports from VLANS.

Specify the VLAN ID from which ports
are to be removed.

Specify the range of VLAN IDs from
which ports are to be removed

Specify the vNET for the VLANs from
which ports are to be removed.

Specify the name of the switch on which
the ports are located.

Specify the ports that need to be
removed fromthe VLANs as a list
separated by commas.

Specify the port description.

The vl an- show command displays the VLAN information.

CLI (network-adm n@eafl) > vlan-show
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vl an- show

Specify one of
VLAN sectors:

the follow ng

id 2..4092
range vl an-1i st
vnet

vnet namne

type [public | private]

vxlan 1..16777215

vxl an-node [standard |
transparent | Qi ng-access]

hw vpn hw vpn- nunber

hw ntast - group hw ntast -
gr oup- nunber

replicators
| none]

[ vt ep-group nane

repl-vtep ip-address

public-vlan 2..4092

scope [l ocal |
fabric]

cluster |

description description-
string

active [yes | no]

stats| no-stats

n NETWORKS

Display VLAN information.

Specify the VLAN ID for which the
information has to be displayed.

Specify the range of VLAN IDs for which
the information has to be displayed.

Specify the vNET for which VLAN
information has to be displayed.

Specify either of the type options to
display information for public VLANSs or
private VLANSs.

Specify the VXLAN identifier for the
tunnel.

Specify any of the VXLAN modes to
display information for standard,
transparent, or g-in-q modes.

Specify the hardware VPN number to
display the related information.

Specify the hardware multi-cast group
number to display the related
information.

Provide a VTEP group name to view the
VLAN information for that replicator
group. Specify none to view the
information on VLANSs that do not
involve replicator groups.

Specify the IP address of the replicator
VTEP to view the related information.

Specify the public VLAN ID for vNET
VLAN to view the related information.

Provide any of the scope options to view
the information on VLANs with that
specified scope.

Specify a description to view the
information on VLANSs with that specific
description.

Specify yes to view information on
active VLANSs.

Specify no to view information on
inactive VLANSs.

Specify VLAN statistics.
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vrg vrg-nane

ports port-1list

port-desc port-desc-string

unt agged-ports port-1|ist

unt agged- port - desc
port-desc-string

active-edge-ports

For example: CLI
verti cal

swit ch:

i d:

type:

aut o- vxI an:
replicators:
scope:

descri ption:
active:

stats:

ports:

unt agged- ports:
acti ve-edge-ports:

CLI (network-adm n@eafl) > vlan-show format all

verti cal

swit ch:

i d:

type:

aut o- vxl an:

hw- vpn:

hw- ntast - gr oup
replicators:
repl - vt ep:
scope:

descri ption:
active:

stats:

Vrg:

ports:

unt agged- ports:
acti ve-edge-ports:

unt agged-

port-1ist

| eaf 1
1
publ i c
no
none

| ocal
default-1
yes
yes
2-72
2- 69
69-70

| eaf 1
1
publ i c
no

0

0

none

| ocal
default-1
yes

yes

0:0

2-72

2-69

69

n NETWORKS

Specify the VRG assigned to VLAN.
Specify the ports assigned to VLAN.
Description for the port.

Specify the untagged ports assigned to
VLAN.

The untagged ports assigned to VLAN.

Specify the active edge ports assigned
to VLAN.

(networ k-adm n@eaf 1) > vlan-show | ayout

| ayout

Network traffic statistics per VLAN can be displayed using the vl an- st at s- show
command. This command may be useful when troubleshooting network issues.
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CLI (network-adm n@eafl) > vlan-stats-show format all |ayout
verti cal

switch: Leaf2

time: 10:51:02

vian: 1

vnet :

i bytes: 36.2T
i pkts: 89.0G

i dr ops-bytes: 119M
I drops- pkts: 313K
obytes: O

opkts: O
odrops-bytes: 0

odr ops-pkts: O
switch: Leaf2

time: 10:51:02

vlan: 35
vnet :

I bytes: 10.8K
i pkts: 154

i drops-bytes: 0
i drops-pkts: O
obytes: O
opkts: O
odrops-bytes: 0
odr ops-pkts: O
switch: Leafl
time: 10:51:02

vl an: 1
vnet :

i bytes: 34.9T

i pkts: 84.6G

i dr ops-bytes: 3.03M
i drops-pkts: 5.69K
obytes: O

opkts: O
odrops-bytes: 0

odr ops-pkts: O

The output displays the following information:

e sSw t ch —switchname

e ti me — when the output was generated

e VLAN | D—ID assigned to the VLAN

e vnet —the vNET assigned to the VLAN

e incomng and outgoing bytes—inK/(Kilobytes), M (Megabytes),or G
(Gigabytes)

i ncom ng and outgoi ng packets — number of packets incoming and
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outgoing
i ncom ng and outgoing dropped bytes —inK (Kilobytes), M (Megabytes),
or G (Gigabytes)
i ncom ng and outgoing dropped packets — numberofdropped packets

incoming and outgoing
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Understanding and Configuring VLANSs

A Virtual Local Area Network (VLAN) enables devices to be segmented into logically
separate broadcast domains within the same LAN. VLANs improve network
performance by directing network traffic only to the parts of the network that need to
receive it. Network segments so created keep traffic isolated based on the respective
VLAN IDs associated to the transmitted frames. Applying targeted security features to
specific network areas is also made simpler through the use of VLANSs.

As per the standards, Netvisor ONE uses the 12-bit field in the header of each packet as a
VLAN identifier or VLAN tag. The maximum number of VLANSs that can be defined is
4092.VLANs 4093,4094, and 4095 are reserved for internal use while VLAN 1 is the
default fabric VLAN for untagged traffic. Untagged packets can be mapped to any VLAN,
but Netvisor ONE maps this traffic to VLAN 1 by default.

Configuring an untagged VLAN is necessary while connecting a switch to devices that
do not support IEEE802.1Q VLAN tags. The ports on a switch can be configured to
automatically map untagged packets to a specific VLAN. Netvisor ONE also allows you to
block untagged traffic on a port basis, that is, the untagged VLAN on a port can be
removed or deleted.

About VLAN1

e VLAN1lisenabled on all ports by default. However, VLAN 1 can be removed from any
port on which itis the untagged VLAN. Now, the port has no untagged VLANs and all
untagged traffic is dropped on that port.

e To generalize the point above, if VLAN x is the untagged VLAN for a port and if VLAN
x is removed from that port, then the port has no untagged VLAN and all untagged
traffic is dropped on that port.

e VLAN1canalso function as a tagged VLAN for a port. This happens automatically in
cases where VLAN 1is the default untagged VLAN, and then another VLAN is
configured as an untagged VLAN on the port.

e VLAN 1 cannot be created or deleted. VLAN 1 configuration is stored in persistent
storage.

The default fabric VLAN can be changed from VLAN 1 to another VLAN ID using the
command f abri c-1 ocal - nodi fy. For example, to set VLAN 20 as the default fabric
VLAN, use the command:

CLI (network-adm n@eafl) > fabric-local-nmodify vlian 20

Warning: If you create a VLAN with scope fabric and configure it as the untagged
VLAN on all ports, it can disrupt the fabric communication.

Note: The untagged VLAN feature is not the same as the default VLAN using the IEEE
8021Qtagl.

The vl an- cr eat e command creates VLANs on the current switch.

CLI (networ k-adm n@eafl) > vlan-create
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vl an-create

id 2...4092

range vl an-1i st
scope [local|cluster]|fabric]

Specify any of the following options:

vnet vnet-nane

vxlan 1..16777215

aut o- vxl an| no- aut o- vx| an

vxl an- node [ standard|
t ranspar ent | qi ng- access]

replicators
none]

[ vt ep-group nang|

public-vlan 2..4092

description description-
string

stats| no-stats

n NETWORKS

Createsa VLAN. You can create a VLAN
either by specifying a VLAN ID or by
specifying arange of VLAN IDs.

Specify the VLAN ID between 2 and
4092.

Note: VLAN O and 1 represents all
untagged or non-VLAN traffic, VLANs
4093,4094, and 4095 are reserved for
internal use.

Specify the range of VLAN IDs.
Use this parameter if you want to specify
a VLAN range instead of a VLAN ID.

Specify the VLAN scope as local, cluster,
or fabric.

Specify the vNET name for this VLAN.
Note: A vNET segregates a physical
fabric into many logical networks, each
with separate resources, network
services, and Quality of Service (QoS)
guarantees.

Specify the VXLAN identifier for the
tunnel.

Specify if you want to enable or disable
aut o- vx| an. Enabling this option
automatically assigns a user-defined
VLAN/VNI mapping to all VTEP
connections in the fabric. If the vxlan
optionis not specified, the software
assigns a VNI automatically.

Specify the VXLAN encapsulation mode
as standard, transparent, or Q-in-Q.

Specify the replicator group. Provide a
VTEP group name to add a replicator.
Specify none to not add a replicator or
remove a configured replicator.

Specify the Public VLAN for vNET VLAN.
Provide a VLAN description.

Use the options to enable or disable
statistics collection for the VLANs being
created.
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Specify the ports assigned to the VLAN

ports port-list as list separated by commas.

Specify a port description to be assigned

port-desc port-desc-string to the VLAN

Specify the untagged ports assigned to

untagged-ports port-list the VLAN as a list separated by commas.

unt agged- port-desc untagged-

port - desc- st ring Specify a description for untagged ports.

Note: Netvisor ONE allows you to create a large number of VLANSs by using the v| an-
cr eat e command and the r ange keyword. However, in large network topologies
with several nodes with heavy CPU traffic, the CLI may timeout if you create large
number of VLANS. In such scenarios, try creating smaller number of VLANSs.

By default, all ports are tagged on a newly created VLAN. However, if you want to specify
select ports that should be trunked, then use the optional parameter port s witha
comma separated list of ports, or specify a range of ports.

In some cases, you may not want a VLAN to be created on all ports. You can specify the
port parameter as none to apply the VLAN only to the internal ports. For example:

CLI (network-adm n@eafl) > vlan-create id 35 scope fabric
ports none

To delete an existing VLAN, use the command:

CLI (network-adm n@eafl) > vlan-delete

vl an- del et e cl?fllte)’;es a VLAN either by ID or by arange

Specify the VLAN ID that you want to

id 2...4092 delete.

Specify the range of VLAN IDs that you
want to delete.

Use this parameter instead of i d, if you
want to specify a VLAN range.

range vl an-1i st

Specify the following option:

Specify the name of the VNET from

vnet vnet-nane which the VLANSs are to be deleted.

Configuration of an existing VLAN can be modified using the vl an- nodi f y command.

CLI  (network-adm n@eafl) >vlan-nodify

vl an- nodi fy Modify a VLAN by specifying the VLAN
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id 2...4092

between 1 and 4 of the following options:

description description-
string

vxlan 1..16777215

replicators
| none]

[ vt ep-group nane

vnet vnet nane

public-vlan 2..4092

n NETWORKS

ID.

Specify the VLAN ID that you intend to
modify.

Provide a VLAN description.

Specify the VXLAN identifier for the
tunnel.

Specify the replicator group. Provide a
VTEP group name to add a replicator.
Specify none to not add a replicator or
remove a configured replicator.

Specify the vNET name for this VLAN.

Specify the public VLAN ID for vNET
VLAN.

Note: Public VLAN ID can only be
specified for private VLANS.

For example, to modify VLAN 25 description from blue to red:

CLI (network-adm n@eafl) > vlan-nodify

id 25 description red

This description can be removed from VLAN25 using the command:

CLI (network-adm n@eafl) > vlan-nodify

id 25 description ""

Netvisor ONE allows the addition of ports to a VLAN through the vl an- port - add

command.

CLI (network-adm n@.eaf 1)

vl an- port -add

Specify one of the following VLAN
parameters:

vlian-id 2..4092

vl an-range vlan-1li st

vl an-vnet vnet-name
Provide the following port arguments:

switch sw tch-nane

> vl an-port-add

Add ports to VLANS.

Specify the VLAN ID to which ports are
to be added.

Specify the range of VLAN IDs to which
ports are to be added.

Specify the vNET for the VLANSs to which
the ports are to be added.

Specify the name of the switch on which
the ports are located.
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ports port-1list

port-desc port-desc-string

[untagged | tagged]

n NETWORKS

Specify the ports that you want to add to
the VLAN as a list separated by commas.

Specify the port description of the port
that you want to add to the VLAN.

Specify either of the options to configure
the ports as untagged or tagged ports.

For example, to configure ports 17 and 18 to accept untagged packets and map them to

VLAN 595, use the following command:

CLI (network-adm n@eafl) > vlan-port-add vlan-id 595 ports

17,18 untagged

To map ports on different switches into thescope f abri ¢ VLAN, use the following

command:

CLI (network-adm n@eafl) > vlan-port-add vlian-id 1-4095
swtch switch-name ports port-Iist

To add ports with the description r ed to VLAN 70, use the command:

CLI (network-adm n@w tch) > vlan-port-add vlian-id 70 port-

desc red

Ports can be removed from a VLAN through the vl an- port - r enbve command.

CLI (network-adm n@eafl) > vlan-port-renove

vl an- port-renove

Specify one of the following VLAN
selectors:

vlian-id 2..4092

vl an-range vl an-1Ii st

vl an-vnet vnet nane

Provide the following port arguments:

switch switch nane

port port [list

port-desc port-desc-string

Remove ports from VLANS.

Specify the VLAN ID from which ports
are to be removed.

Specify the range of VLAN IDs from
which ports are to be removed

Specify the vNET for the VLANs from
which ports are to be removed.

Specify the name of the switch on which
the ports are located.

Specify the ports that you want to
remove from the VLAN as a list
separated by commas.

Specify the port description of the port
that you want to remove from the VLAN.
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The vl an- showcommand displays the VLAN information.

CLI (network-adm n@eafl) > vlan-show

vl an- show

Speci fy one of
VLAN sectors:

the follow ng

id 2..4092
range vl an-1i st
vhet

vnet namne

type [public | private]

vxlan 1..16777215

vxl an- node [standard |
transparent | Qi ng-access]

hw vpn hw vpn- nunber

hw- ntast - group hw ntast -
gr oup- nunber

replicators
| none]

[ vt ep-group nane

repl-vtep i p-address

public-vlan 2..4092

scope [l ocal
fabric]

| cluster |

description description-
string

Display VLAN information.

Specify the VLAN ID for which the
information has to be displayed.

Specify the range of VLAN IDs for which
the information has to be displayed.

Specify the vNET for which VLAN
information has to be displayed.

Specify either of the type options to
display information for public VLANs or
private VLANS.

Specify the VXLAN identifier for the
tunnel.

Specify any of the VXLAN modes to
display information for standard,
transparent, or g-in-q modes.

Specify the hardware VPN number to
display the related information.

Specify the hardware multi-cast group
number to display the related
information.

Provide a VTEP group name to view the
VLAN information for that replicator
group. Specify none to view the
information on VLANSs that do not
involve replicator groups.

Specify the IP address of the replicator
VTEP to view the related information.

Specify the public VLAN ID for vNET
VLAN to view the related information.

Provide any of the scope options to view
the information on VLANs with that
specified scope.

Specify a description to view the
information on VLANSs with that specific
description.
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active [yes | no]

stats| no-stats
vrg vrg-nane

ports port-1list

port-desc port-desc-string

unt agged-ports port-1ist

unt agged- port - desc
port-desc-string

active-edge-ports

For example:

CLI (network-adm n@.eaf 1)

sw t ch:

i d:

type:

aut o- vx| an:
replicators:
scope:

descri ption:
active:

stats:

ports:

unt agged- ports:
active-edge-ports:

CLI (network-adm n@eafl) > vlan-show format all

verti cal

swi tch:

i d:

type:

aut o- vxI an:
hw- vpn:

hw- ntast - gr oup
replicators:
repl - vt ep:
scope:
descri ption:
active:
stats:

VrQg:

ports:

unt agged-

port-1list

| eaf 1
1
publ i c
no
none

| ocal
default-1
yes
yes
2-72
2- 69
69-70

| eaf 1
1
publ i c
no

0

0

none

| ocal
default-1
yes

yes

0:0

2-72

> vl an-show | ayout

n NETWORKS

Specify yes to view information on
active VLANSs.

Specify no to view information on
inactive VLANS.

Specify VLAN statistics.

Specify the VRG assigned to VLAN.
Specify the ports assigned to VLAN.
Specify the port description.

Specify the untagged ports assigned to
VLAN.

The untagged ports assigned to VLAN.

Specify the active edge ports assigned
to VLAN.

verti cal

| ayout
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unt agged- ports: 2-69

active-edge-ports: 69

To associate multiple VLANs with a port, use the port - vl an- add command:
ports port-nunber Specify the port number.

Specify the description to add the port

port-desc port-desc-string with that description to the VLAN.
Specify one or both of the following options:

Specify the name of the VNET for the

vnet vnet-nane
port.

Specify the list of VLANSs to associate

vlans vl ans-1|i st with the port.

Specify an untagged VLAN to apply to

untagged-vlan vlan-id the port. The value can be from 0-4095.

For example, to associate the VLANs 10 and 12 with port 25, use the command:
CLI (network-adm n@w tch) > port-vlan-add port 25 vlans 10,12
Use the port - vl an- showcommand to display this configuration.

CLI (network-adm n@w tch) > port-vlan-show
port-vl an- show Display ports and the associated VLANSs.
vnet vnet-nane The name of the vNET.
bezel -port bezel-port-string  The bezel port number.
ports port-1list The list of ports.

The list of VLANSs associated with the

vl ans vl ans-1i st
port.

The untagged VLANSs associated with

unt agged-vlan vlan-id the port,

descri ption description- The VLAN description.

string
port-desc port-desc-string The port description.
active-vlans vlan-1|ist The active VLAN list.

CLI (network-adnm n@w tch) > port-vl an-show
swi tch bezel -port port vlans untagged-vlan description active-vlans

switch 25 25 10,12 1 none

Use the port - vl an- r enbve command to remove a port from the VLANSs.
port-vl an-renove Removes a port from VLANS.

vl ans vl ans-1i st Specify the list of VLANS.


https://www.pluribusnetworks.com

n NETWORKS

vnet vnet-nane Specify the name of the vNET.
port port-nunber Specify the port to remove.

Specify the port description to remove

port-desc port-desc-string the port with that description.

For example, you can remove the ports with the description gr een from VLANs 45 and
46 by using the command:

CLI (network-adm n@w tch) > port-vlan-renove vlans 45, 46
port-desc green

Network traffic statistics per VLAN can be displayed using the vl an- st at s- show
command. This command may be useful when troubleshooting network issues.

CLI (network-adm n@eafl) > vlan-stats-show format all | ayout
verti cal

switch: Leaf2

time: 10:51:02

vian: 1

vnet :

i bytes: 36.2T
i pkts: 89.0G

I drops- bytes: 119M
i drops- pkts: 313K
obytes: O

opkts: O
odrops-bytes: O
odrops-pkts: O
switch: Leaf2

time: 10:51:02

vlan: 35
vnet :

i bytes: 10.8K
i pkts: 154

i drops-bytes: O
i drops-pkts: O
obytes: O
opkts: O
odrops-bytes: O
odrops-pkts: O
switch: Leafl
time: 10:51:02

vl an: 1
vnet :

i bytes: 34.9T

i pkts: 84.6G

I drops-bytes: 3.03M
i drops- pkts: 5.69K
obytes: O

opkts: O
odrops-bytes: O
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odrops-pkts: O
The output displays the following information:

e sw tch —switchname

e ti nme — when the output was generated

e VLAN | D—ID assigned to the VLAN

e vnet —the vNET assigned to the VLAN

e incomng and outgoing bytes —inK/(Kilobytes), M (Megabytes),or G
(Gigabytes)

e incomng and outgoing packets — numberofpacketsincomingand
outgoing

e incomng and outgoing dropped bytes —inK (Kilobytes), M (Megabytes),
or G (Gigabytes)

e incomng and outgoing dropped packets — numberof dropped packets

incoming and outgoing
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Configuring Rapid Spanning Tree Protocol (RSTP)

Rapid Spanning Tree Protocol (RSTP), a standard inter-switch protocol, ensures a loop-
free forwarding network topology at Layer 2. This protocol was defined by the IEEE
802.1w standard and is an extension of the 802.1D Spanning Tree Protocol (STP). RSTP
is animprovement over STP as it provides faster convergence after a network topology
change or failure. RSTP introduces new port roles, and the original five port states of
STP are reduced to three.

To build aloop-free topology, switches (bridges) determine the root bridge and compute
the port roles. To do this, the bridges use special data frames called Bridge Protocol Data
Units (BPDUs) that exchange bridge IDs and root path cost information. BPDUs are
exchanged regularly, typically at two second intervals, and enable switches to keep track
of network topology changes and to start and stop forwarding on ports as required.
Hosts should not send BPDUs to the switch ports and to avoid malfunctioning/malicious
hosts from doing so, the switch can filter or block BPDUs. If you enable BPDU filtering on
a port, BPDUs received on that port are dropped but other network traffic is forwarded
as usual. If you enable BPDU blocking on a port, BPDUs received on that port are
dropped and the port is shut down.

Port Roles in RSTP

Root Port (one per bridge): The forwarding port on each bridge which is on the best path
to reach the root bridge.

Designated Port: The forwarding port for each LAN segment that leads away from the
root bridge.

Alternate Port: An alternative path to the root bridge on a particular LAN segment, which
is part of a bridge other than the one that has a designed port for the LAN segment.
Alternate port is the second best root port.

Backup port: A backup/redundant port for the segment that already has one designated
port. This port leads away from the root port.

Disabled: A port which is manually disabled and is not a part of STP.

Port Statesin RSTP

Discarding: No data is exchanged over the port.

Learning: Frames are not forwarded, but the MAC address table is populated.
Forwarding: Fully functional.

Switches in RSTP expect a BPDU every 2 seconds (hello time) and if they do not receive
a BPDU for 6 seconds (3 hello time intervals), it is considered to be a link failure. This is
significantly faster than the STP link failure detection time of 20 seconds, dictated by
the max age timer. RSTP can actively confirm if a port can safely be transitioned to the
forwarding state without having to rely on the timer mechanism. Ports can be configured
as edge ports if they are attached to a LAN that has no other bridges connected to it.
Such a port can transition directly to the forwarding state, but it loses the edge port
status as soon as it receives a BPDU. RSTP achieves rapid transition to the forwarding
state on edge ports and point-to-point links (operating in full-duplex mode) but not on
shared links (i.e., ports connected to a shared medium, hence operating in. half-duplex
mode)

If network connections form loops and STP is disabled, packets are forwarded
indefinitely across the switches, causing degradation of network performance. STP
supports limited Layer 2 multipathing and can result in sub-optimal utilization of
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available network links. Therefore, a fabric of switches does not rely only on RSTP within
the boundaries of the network. Pluribus Networks recommends the use of RSTP for ad
hoc networks that inter-operate in a heterogeneous, multi-vendor switch environment.

Note: RSTP is enabled on the switch by default.

Before you begin configuring RSTP, view the status of the protocol on the switch by
using the command st p- show

CLI (network-adm n@eafl) > stp-show
switch: Leafl

enabl e: yes

stp-node: rstp
bpdus- bri dge-ports: yes
bridge-id: 3a:7f:bl:43: 8a: Of
bridge-priority: 32768
hello-tinme: 2
forwar di ng-del ay: 15

max- age: 20

cluster-node: naster

The cl ust er - node of a switch inan STP cluster could be mast er orsl ave. The
master in an STP cluster is elected on the basis of which node has been up longer. The
other node is the slave.

To display the STP state, use the following command:

CLI  (network-adm n@eafl) > stp-state-show

St p- st at e- show Displays the STP state information.

Specify one or more of the following
options to view the information specific
to those options. Specifying no
parameter will display all the information.

Specify the VLANSs as a list separated by
commas.

vlian vlan-1i st

Specify the ports as a list separated by

port port-1list commas.

i nstance-id instance-id-

nunber Specify the STP instance ID.

name nane-string Specify the name of the STP instance.

Specify the bridge ID for which the

bri dge-id mac-address information has to be displayed.

bridge-priority bridge-

priority- nunber Specify the bridge priority number.
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root-id nmac-address Specify the root ID.

root-priority root-priority-

nunber Specify the STP root priority.

root-port root-port-nunber Specify the STP root port.

root - port (peer) root-

por t ( peer ) - nunber Specify the root port of the peer.

Specify the STP hello time between 1s
and 10s. The hello time is the time

hello-time hello-tinme-nunber between each bridge protocol data unit
(BPDU) that is sent on a port. The default
hello time is 2s.

Specify the STP forwarding delay
between 4s and 30s. This is the time
interval that is spent in the listening and
learning states. Default forwarding delay
timer is 15s.

f orwar di ng-del ay forwardi ng-
del ay- nunber

Specify the maximum age between 6s
and 40s. This is the maximum length of
time interval that an STP switch port
saves its configuration BPDU
information. The default max-age timer
is 20s.

max- age max-age- nunber

i nt ernal | no-i nternal Specify if the STP state is internal or not.

Specify if the STP state is peer state or

r| no- r
peer | no- pee not.

For exanple: CLI (network-adm n@eafl) > stp-state-show |ayout
verti cal

swit ch: Leaf 1

vl an: 1

ports: none

i nstance-id: 1

namne: stg-defaul t
bri dge-i d: 66: Oe: 94: 65: el: ef
bridge-priority: 8193

root-id: 64: Oe: 94: c0: 06: 4b
root-priority: 4097

root-port: 128

hel | o-ti ne: 2

forwardi ng-del ay: 15

max- age: 20

di sabl ed: none

| ear ni ng: none

f orwar di ng: 25-28,128-129

di scar di ng: none

edge: 25- 28
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desi gnat ed: 25-28, 129
al ternate: none
backup: none

The STP information pertaining to the ports can be displayed by using the command
st p- port-show.

CLI  (network-adm n@eafl) > stp-port-show

st p- port - show Displays the STP port information.

Specify one or more of the following
options to view the information specific
to those options. Specifying no
parameter will display all the information.

Specify the ports as a list separated by

ort ort-Ilist
P P commas.

Specify if BPDU blocking is enabled on

bl ock]| no- bl ock the ports or not.

Specify if BPDU filtering is enabled on

filter|no-filter the port or not,

Specify if the ports are edge ports or

edge| no- edge non-edge ports.

Specify if BPDU guard is configured on

bpdu- guar d| no- bpdu- guar d the ports or not.

Specify if root guard is configured on the

r oot - guar d| no-r oot - guar d ports of not.

Specify the priority as a value between O

priority 0..240 and 240,

Specify the port cost as a value between
cost 1..200000000 1 and 200000000.

The STP state at the port level can be viewed using the command:

CLI  (network-adm n@eafl) > stp-port-state-show

St p- port - st at e- show Display STP information at the port level.

Specify one or more of the following
options to view the information specific
to those options. Specifying none will
display the information for all the
parameters below.

Specify the VLANSs as a list separated by
commas.

vl an vl an-1i st
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port port-1list

st p-state Disabl ed|
D scar di ng| Lear ni ng|
For war di ng

rol e D sabl ed| Root |
Desi gnat ed| Al t er nat e| Backup

sel ected-rol e Disabl ed| Root |
Desi gnat ed| Al t er nat e| Backup

state new i nfo| proposing|

pr oposed| agr eed| agr eed| | ear n|
| ear ni ng| f or war d| f or war di ng|
resel ect| sel ected| reroot |
rcvd- bpdu| rcvd- msg| rcvd-t c|
rcvd-tc-ack| send-rstp|tc-
prop| t c- ack| updat e-i nf o] sync|
synced| di sput ed| f db-f | ush|
onl i ne| | oopi ng| manual - onl i ne|
edge| vl ag- 1 ocal - up| vl ag-

r enot e- up| r equest ed- onl i ne|
first-sync| p-is-d|p-is-n

r oot - guard-active

desi gnated-priority
desi gnated-priority-string

port-priority port-priority-
string

nmessage-priority message-
priority-string

info-is disabled|received|
m ne| aged

desi gnat ed-ti nes desi gnat ed-
times-string

port-tinmes port-tines-string

message-times nessage-ti nes-
string

hello-tinmer hello-tiner-

nunber

t opol ogy-ti mer topol ogy-

n NETWORKS

Specify the ports as a list separated by
commas.

Specify one among the options as the
STP state.

Specify one among the options as the
port role.

Specify one among the options as the
selected role.

Specify one among the options as the
port state machine state.

Specify the designated priority vector.
Specify the port priority vector.
Specify the message priority vector.

Specify the origin of port information.

Specify the designated times: age, max
age, hello, and forward delay

Specify the port times: age, max age,
hello, and forward delay

Specify the message times: age, max
age, hello, and forward delay

Specify the STP hello time between 1s
and 10s. The hello time is the time
between each Bridge Protocol Data Unit
(BPDU) that is sent on a port. The default
hello time is 2s.

Specify the topology change timer value.
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ti nmer-nunber

forward-timer forward-tiner-

nunber

rcvd-info-tiner rcvd-info-

ti nmer-nunber

recent-root-tiner
root-ti mer - nunber

recent -

recent - backup-ti mer recent-

backup-ti nmer - nunber

edge-del ay-ti nmer
ti mer-nunber

edge- del ay-

mgration-timner
ti nmer-nunber

m grati on-

root - guard-ti nmer
timer-nunber

r oot - guar d-

smtable-bits smtable-bits-
nunber

smtable smtable-string

vl ag- peer - port
port - nunber

vl ag- peer -

peer | no- peer

n NETWORKS

Specify the STP forwarding delay
between 4s and 30s. This is the time
interval that is spent in the listening and
learning states. The default forwarding
delay time is 15s.

Specify the received info timer value.
Specify the recent root timer value.
Specify the recent backup timer value.
Specify the edge delay timer value.

Specify the migration delay timer value.

Specify the root guard BPDU delay timer
value.

Specify the state machine table state.

Specify the state machine table
description.

Specify the VLAG peer port if active-
active.

Specify the STP peer state.

RSTP can be configured using the command st p- nodi fy.

CLI (network-adm n@w tchl)
stp-nodify

Specify one or more of the following
options:

enabl e| di sabl e

stp-node rstp|nstp

bpdus- bri dge- ports| bpdus-all -
ports

bridge-id nac-address

> stp-nodify

Modify the Spanning Tree Protocol
parameters.

Specify to enable or disable STP
Specify the STP mode as RSTP or MSTP.

Specify to send BPDUs only on switch
ports or on all ports.

Specify the STP bridge ID. The first part of
the bridge ID is a 2-byte bridge priority field
(which can be configured) while the second
part is the 6-byte MAC address of the
switch.
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; Cnrioari Specify the STP bridge priority in multiples
bridge-priority 0..61440 of 4096. The default value is 32768.
Specify the STP hello time between 1s and
. 10s. The hello time is the time between
hello-time 1..10 each BPDU thatis sent on a port. The
default value is 2s.

Specify the STP forwarding delay between
4s and 30s. The forwarding delay is the

forwardi ng-delay 4..30 time that is spent in the listening and
learning states. The default forwarding
delay is 15s.

Specify the max age time between 6s and
40s. The max age timer defines the
maximum time for which a switchport
stores config BPDU information. The

max-age 6..40 default value is 20s. If a config BPDU does
not arrive at a port for 20s (default), the
switch detects a link failure and takes
action to restore connectivity through the
backup links.

Specify the maximum hop count for MSTP
BPDU. The default value is 20.

nmst - confi g-name nst-confi g- Specify the name for MST configuration
nane-string instance.

nmst - max- hops 1..32

Specify the MST configuration revision
number. Enter a value between 0 and
65535.

Specify the root guard wait time between
root-guard-wait-tine 0..300 Os and 300s. The default value is 20.
Specify the value as O to disable wait.

nst - confi g-revision nmnst-
confi g-revision-nunber

Note: Hello time, forwarding delay, and max age timers are not used by RSTP but are
relevant to STP.

Netvisor ONE optimizes RSTP by not sending BPDUs on any ports except on inter-switch
link-ports by default. However, if you do not configure Link Layer Discovery Protocol
(LLDP), Netvisor does not detect host ports (i.e., ports directly connected to end devices)
or send BPDU packets. As a result, both ports are in Forwarding state.

When you add the parameter bpdus- al | - por t s to the st p- nodi f y command, it
allows sending BPDUs on all ports even if hosts are not detected, unless the portis
configured as an edge port. On a switch with a port connected to itself with this
configuration, one of the ports goes into discarding state.

For example, to send BPDUs only on switch ports, use the command:
CLI (network-adm n@w tchl) > stp-nodify bpdus-bridge-ports

To send BPDUs on all ports, use the command:
CLI (network-adm n@wi tchl) > stp-nodify bpdus-all-ports


https://www.pluribusnetworks.com

n NETWORKS

STP ports can be configured using the command:

CLI (network-adm n@eafl) > stp-port-nodify

stp-port-nodify Displays the STP port information.

Specify the ports as a list separated by

port port-1list commas.

Specify one or more of the following
options:

Specify if BPDU blocking is to be enabled

bl ock] no- bl ock on the ports or not.

Specify if BPDU filtering is to be enabled

filter|no-filter on the port or not.

Specify if the ports are to be configured

edge| no- edge as edge ports or non-edge ports.

Specify if BPDU guard is to be configured

bpdu- guar d| no- bpdu- guar d on the ports or not.

Specify if root guard is to be configured

r oot - guar d| no-r oot - guar d on the ports or not.

Specify the priority as a value between O

priority 0..240 and 240.

Specify the port cost as a value between

cost 1..200000000 1 and 200000000,

For example: To filter BPDUs on port 17, use the following command:
CLI (network-adm n@eafl) > stp-port-nodify port 17 filter

To block BPDUs on port 17 and shut down the port if BPDUs are received on the port, use
the following command:

CLI (network-adm n@eafl) > stp-port-nodify port 17 Dblock

To stop blocking BPDUs on port 17, use the following command:

CLI (network-adm n@eafl) > stp-port-nodify port 17 no-bl ock
Edge ports are the ports on a switch that connect to workstations or computers. An edge
port does not take part in spanning tree calculations and therefore, port flapping on edge
ports does cause topology changes. BPDUs are not sent on edge ports and they can

quickly transition from disabled mode to forwarding mode.

To configure a port as an edge port, use the command:
CLI (network-adm n@eafl) > stp-port-nodify port 17 edge
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Note: You can disable STP on a port or a group of ports. If the devices connected to
the switch ports are hosts and not downstream switches, or you know that a loop is
not possible, disable STP to enable the port much faster when the switch restarts.

To view STP events on a switch, the command st p- port - event - show command is
used. This command displays the port states as specified by the timing parameters.

CLI  (network-adm n@eafl) > stp-port-event-show

st p- port-event - show

port port-1list

Specify one or more of the following
options:

time date/tinme: yyyy-mm
ddTHH: mm ss

start-tinme date/tine: yyyy-
mm ddTHH: mm ss

end-tinme date/tinme: yyyy-mm
ddTHH: mm ss

duration duration: #d#h#ms
interval duration: #d#h#mg#s
ol der-than duration: #d#h#m#s
W t hin-1ast duration:
#d#h#mits

port port-nunber

vlan vl an-1i st

i nstance i nstance-nunber

count count-nunber

initial-state Disabled|
D scar di ng| Lear ni ng|
For war di ng

other-state D sabl ed|
D scar di ng| Lear ni ng|
For war di ng

final -state Disabl ed|

Displays information about STP port
events.

Specify the ports as a list separated by
commas.

Specify the time to start statistics
collections.

Specify the start time of statistics
collection.

Specify the end time of statistics
collection.

Specify the duration of statistics
collection.

Specify the interval between statistics
collection.

Specify the time older than which the
statistics has to be displayed.

Display statistics within last specified
duration.

Specify the port number.

Specify the list of VLANS.

Specify the STP instance number.
Specify the number of STP port events.

Specify the initial state as one among the
options.

Specify the other state as one among the
options.

Specify the final state as one among the
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Di scar di ng| Lear ni ng|

For war di ng options.

For example:

CLI (network-adm n@eafl) > stp-port-event-show

switch time port vlan instance count initial-state other-state
final-state

Leaf 1 20:36:39 121 1 0 1 For war di ng Di sabl ed
Di sabl ed

Leaf 1 20:38: 05 17 1 0 4 Di sabl ed Di sabl ed
For war di ng

Leaf 1 20: 40: 04 17 1 0 1 For war di ng Di sabl ed

Di sabl ed
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Configuring Multiple Spanning Tree Protocol (MSTP)

Multiple Spanning Tree Protocol as defined in [IEEE802.1s or IEEE802.1Q-2005 provides
the ability to manage multiple VLANs using Multiple Spanning Tree Instances (MSTIs).
MSTP allows the formation of MST regions that can run multiple MSTls. MSTP regions
and other STP bridges are interconnected using the Common and Internal Spanning
Tree (CIST).

MSTP regions are defined to be a collection of switches that have the same VLANs
configured on all of them. All switches in a region must have the same configuration
name, revision level, VLANs, and VLAN to MSTI associations. Each MST region may have
multiple MSTIs operating within it but an MSTI cannot span multiple regions. Each MSTI
must have a regional root which it may or may not share with another MSTI.

The CIST is the default spanning tree instance in MSTP. CIST forms a larger spanning
tree for the entire bridged network by combining MSTP regions and single-instance
spanning trees. The CIST instance has an MSTI ID of O which cannot be deleted or
changed. When a new port-based or tagged VLAN is created, it is associated with the
CIST by default and is automatically given an MSTI ID of 0. The default VLAN on a switch
is also associated with the CIST. When a VLAN is assigned to an MSTI, it partially
remains a member of the CIST. This is because CIST is used by MSTP to enable
communication with MSTP regions and RSTP/STP single-instances in the network. CIST
also has regional roots.

The switch with the lowest CIST priority value functions as the root bridge for all the
MSTP regions and STP/ RSTP single-instance spanning trees in the network.

The following commands support the configuration of MST instances on a local switch:

CLI (network-adm n@eafl) > nst-config-create

_ _ Specify the ID as a number between 1 and
instance-id O0..64 64 for MST configuration. MST ID O
corresponds to the CIST instance.

Specify the list of VLANs associated with

vlans vl an-1i st
the MST configuration

Specify the bridge priority as a number
between 0 and 61440 which is a multiple

bridge-priority 0..61440 of 4096. For example, the values can be
0,4096, 8192, up to 61440. The default
value is 32768.

Prior to Netvisor ONE version 6.0.1, VLAN 1 could not be configured on any MST instance
ID except O. Netvisor ONE 6.0.1 release eliminates this constraint. For example:

CLI (network-adm n@eafl) > nst-config-create instance-id 10
vl ans 1-20

Use the nst - conf i g- showcommand to view the current configuration:
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CLI (network-adm n@eafl) > nst-config-show

switch instance-id vl ans bridge-priority
Leaf1 O 21- 4093, 4095 32768
Leafl 10 1-20 32768
Leaf1 64 4094 32768

In the above example, VLAN 1 is configured on instance ID 10.
You can modify the MST instance by using the command:

CLI (network-adm n@eafl) > nst-config-nodify

NETWORKS

_ _ Specify the ID as a number between 1 and
instance-id O0..64 64 for MST configuration. MST ID O
corresponds to the CIST instance.

Specify one or more of the following
options:

vl ans vl an-1i st

Specify the list of VLANSs associated with
the MST configuration.

Specify the bridge priority as a number

between 0 and 61440 which is a multiple
bridge-priority O0..61440 of 4096. For example, the values can be

0,4096, 8192, up to 61440. The default

value is 32768.

Use the nst - conf i g- del et e command to delete the configuration.

CLI (network-adm n@eafl) > nst-config-delete

instance-id O0..64 to be deleted.

Specify the MST instance ID that needs
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Achieving aLoop-Free Layer 2 Topology

Note: This feature can be configured only in a full mesh topology.

Rapid Spanning Tree Protocol (RSTP) and Multiple Spanning Tree Protocol (MSTP)
ensure a loop-free topology in the Layer 2 as far as the networking equipment is
concerned. Though RSTP prevents loops in the network caused by mis-cabled
networking equipment, the protocol does not address mis-configured hosts. Netvisor
ONE Loop Detection operates in conjunction with RSTP and MSTP to detect, log, and
mitigate misbehaving and misconfigured hosts to prevent looping layer 2 traffic.

Netvisor ONE Control Plane — The Netvisor ONE control plane includes information
about every MAC address in the Layer 2 network in a vPort database. This database is
distributed throughout the fabric so that each Netvisor ONE switch has a copy of it for
the entire fabric.

A MAC address is stored in a vPort, which includes the following information:

e MAC address, VLAN ID, and VXLAN ID
e Owner-port and local-port
e Migration history including owner, time, and port

e VvPort state as active, static, moving, or loop-probe

Based on control plane data structures including the vPort database, Netvisor ONE
decides if endpoints are to be allowed to access the network.

Detecting Loops

Netvisor ONE Loop Detection is implemented as part of Netvisor ONE source MAC
address miss handling. Netvisor ONE disables hardware learning of MAC addresses, so
when a packet arrives with an unknown source MAC address, the switch sends the
packet to Netvisor One rather than switching the packet normally. Netvisor ONE
examines the vPort table to determine if a packet with an unknown source MAC
indicates a loop.

Netvisor ONE uses two criteria to detect a loop in the network:

e A MAC address associated with an in-band NIC of a node in the fabric appears as the
source MAC on a packet that ingresses on a host port. Netvisor ONE detects this
situation by noting the PN- i nt er nal status of a vPort that would otherwise
migrate to a host port. Netvisor does not allow the migration to take place and starts
loop mitigation.

For the purposes of Netvisor ONE Loop Detection, a host port is defined as a port not
connected to another Pluribus switch, not an internal port, and does not participate in
STP with Netvisor ONE which means that Netvisor One is not configured for STP or the
device connected on the port is not configured for STP.
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e Packets with the same source MAC address arrive on multiple host ports in the fabric
at approximately the same time. In order to support VM and host migration, some
rapid movement of MAC addresses through the fabric is tolerated. When the same
MAC address moves rapidly back and forth between two ports, a loop is assumed and
loop mitigation starts.

VRRP MAC addresses are not subject to loop detection and mitigation, and can migrate
freely.

Loops are detected on a port by port basis. A single loop typically involves two ports,
either on the same switch or on two different switches. When multiple loops occur with
more than two ports then Netvisor ONE responds to each port separately.

Loop Mitigation

When Netvisor ONE detects a loop, a message appears in the system log indicating the
host port and VLAN involved in the loop. In addition the host port involved in the loop has
the "loop" status added and Netvisor ONE adds the VLAN to the host port loop-vlans
VLAN map. Looping ports and VLANSs are displayed in the port - showoutput.

At the start of loop mitigation, Netvisor ONE creates vPorts to send loop probe packets.
The vPorts use the port MAC address for the in-band NIC port, status of PN-internal, and
a state of loop-probe. Netvisor ONE propagates Loop-probe vPorts throughout the
fabric. Netvisor ONE creates a loop-probe vPort for each looping VLAN.

Netvisor ONE deletes all vPorts from the looping host port and VLAN at the start of loop
mitigation. This prevents the hardware from sending unicast packets to the looping port,
and causes every packet arriving on the looping port to appear in the software as a
source MAC miss. During loop mitigation, Netvisor ONE drops all packets arriving on the
looping port.

During loop mitigation, Netvisor ONE sends loop probe packets on the looping VLANs
every 3 seconds. As long as the loop persists, Netvisor ONE receives the probe packets
as source MAC miss notification on the looping ports, so Netvisor ONE can determine if
the loop is still present. If 9 seconds elapse with no received probe packets, Netvisor
ONE detects the loop is resolved and ends loop mitigation.

At the end of loop mitigation, log messages are added to the system log, loop-probe
vPorts are removed, and loop stats and loop VLANS are removed from the looping port.

To view affected ports, use the por t - show command and add the parameter, st at us
| oop:

CLI (network-adm n@w tch-31) > port-show status | oop

switch port hostname status config
switch-31 9 up, st p- edge-port,loop fd, 10g
switch-32 9 up, st p- edge-port,loop fd, 10g

Note: the new status, | oop, in the st at us column. When the loops are removed
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from the port, the loop flag is removed from the port - show st at us command
output and log message is added regarding the removal of loop.

During loop mitigation, the MAC addresses for loop probes are displayed in the vPort
table:

CLI (network-adm n@w tch-31) > vport-show state | oop-probe

owner mac vlan ports state host name st at us
swi tch-32 06:c0: 00: 16: f0: 45 42 69 | oop- probe | eo-ext-32 PN-internal
switch-31 06:c0:00:19: c0: 45 42 69 | oop- probe | eo-ext-31 PN-internal

Note the | oop- pr obe state as well as the PN-internal state. The loop probes use the
port MAC address format, and use the internal port for the in-band NIC.

Note: The st at e and the st at us columns are different in the above vport - show
stats | oop- probe command output. The st at us column refers to the vPort
peer owner state in the fabric (the PN-internal parameter indicates that the MAC
belongs to the PN fabric). The st at e column displays the vPort state.

If you notice a disruption in the network, use the por t - show command to find the
looping ports, and fix the loop. Fixing the loop typically involves correcting cabling issues,
configuring virtual switches, or as a stop-gap measure, using the port-confi g-

nodi f y command to change port properties for the looping host ports. Once the loop is
resolved, Netvisor ONE no longer detects probes and leaves the loop mitigation state,
while logging a message:

2016-01-12, 12: 18:41.911799-07: 00 leo-ext-31 nvOSd(25695)
system

host port | oop resolved(11381) : |evel=note : port=9
Traffic has stopped | ooping on host-port=9

At this point the | oop status is removed from the por t - show output for port 9 and the
loop-probe vPorts are removed.

Netvisor ONE Loop Detection exposes loops using system log messages, por t -
showoutput,andvport - show output.

When Netvisor ONE detects an internal port MAC address on a host port, Netvisor ONE
prints alog message as below:

system 2016-01-19, 15: 36:40.570184-07: 00 mac_nove_deni ed
11379 note MOVE DEN ED nmac=64: 0e: 94: c0: 03: b3 vl an=1
vxl an=0
from switch=leo-ext-31 port=69 to deny-sw tch=leo-ext-
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31 deny-port=9
reason=internal MAC of local switch not allowed to
change ports

Netvisor ONE starts Loop Mitigation by logging a message:

system 2016-01-19, 15: 36: 40. 570334-07: 00
host port | oop_detected
11380 warn Looping traffic detected on host-port=9
vlan=1. Traffic on this port/VLAN will be ignored until
| oop resolved

During Loop Mitigation, Netvisor ONE sends loop probes. When these probes, as well as
any other packets, are received on a looping host port, Netvisor ONE logs a message:

system 2016-01-19, 15:59:54.734277-07:00 mac_nove_deni ed

11379 note MOVE DEN ED nac=06:c0: 00: 19: c0: 45 vl an=1
vxl an=0

from switch=leo-ext-31 port=69 to deny-sw tch=leo-ext-
31

deny-port=9 reason=port is | ooping

Netvisor ONE limits nrac_nove_deni ed messages are limited to one every 5 seconds
for each vPort. This prevents the system log from filling up with mac_nove_deni ed
messages during loop mitigation.

During loop mitigation, you can use the por t - show command to see which ports are
involved in the loop:

CLI (network-adm n@eafl) > port-show status |oop

switch port hostname status | oop-vl ans
| eaf 1 9 up, st p- edge-port, | oop 1

fd, 10g
| eaf 1 9 up, st p- edge- port, | oop 1

fd, 109

Note the | oop status in the status column and the | oop- vl ans column.

During loop mitigation the MAC addresses for loop probes are displayed in the vPort
table:

CLI (network-adm n@eafl) > vport-show state | oop-probe

owner mac vl an ports state host nane st at us

| eaf 1 06:¢c0: 00: 16:f0: 45 42 69 | oop-probe |eo-ext-32 PN-internal
| eaf 1 06: c0: 00: 19: c0: 45 42 69 | oop-probe |eo-ext-31 PN-internal

conf
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Fast Failover for STP and Cluster

Previously, cluster STP operation did not support fast failover because Netvisor ONE did
not share STP state between the two nodes. As a result, when the master failed and
when it came back online, the slave had to recompute the STP state from scratch. This
resulted in topology changes twice, causing traffic loss until STP converged.

Currently, Netvisor ONE supports fast failover by default. In the cluster-STP mode, the
node that has been up longer is elected as the master. Cluster syncs (keep-alives) are
used to detect the peer node being online, and negotiate the initial cluster state. Cluster
syncs determine which node has been up longer based on exchanged uptime values.

The master runs the state machine for both nodes and sends the STP and port states to
the slave. The slave in turn maintains the state as informed by the master. The slave
generates its own BPDUs based on the synchronized state and forwards the BPDUs that
it receives to the master. When the cluster goes offline, the slave/master uses the same
bridge ID and priority, uses consistent port IDs in BPDUs, and continues from the
existing synchronized state. The STP state machine state is thus never lost.

Internal state synchronization using consistent bridge |D/priority and port IDs regardless
of whether the cluster is online or offline, and active-active vLAG handling ensure that an
end node detects no topology change when the cluster nodes go offline/online.

When a cluster is created, the STP configuration between the two cluster nodes is
checked and is synchronized. The following guidelines are true regardless of whether
the cluster is online or offline, and whether the peer node is online or offline:

e Both nodes use the same bridge ID or priority.
e When nodel sends a BPDU, the port ID inside the packet is 1-256, except for active-
active vLAGs.

e When node2 sends a BPDU, the port ID inside the packet is 257-512, except for
active-active vLAGs.

e When either node sends a BPDU on an active-active VLAG, the port ID inside the
packetis nodel's port number.

e Configuration changes (STP mode, MST instances, bridge ID, etc.) are mirrored on
both nodes through cluster transactions.

Due to the above guidelines, a BPDU sent on an active-active VLAG appears exactly the
same to a third party receiver regardless of whether that packet came from cluster
nodel or node2.

Netvisor ONE provides two show commands to view the details of this functionality:
st p- st at e- showand st p- port - st at e- show.

For example:

CLI (network-adm n@eafl) > stp-state-show

swi t ch: Leaf-1
vl an: 1
ports: none

i nstance-i d: 1

nane: st g-defaul t
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bridge-id: 66: Oe: 94: d5: b0: cc
bridge-priority: 32769

root-id: 66: Oe: 94: 35: c2: ce
root-priority: 32769

root-port: 128

hel | o-ti ne: 2

forwar di ng-del ay: 15

mex- age: 20

di sabl ed: none

| ear ni ng: none

f orwar di ng: none

di scardi ng: none

edge: none

desi gnat ed: none

al ternate: none

backup: none

CLI (network-admi n@w tch2) > stp-port-state-show port 17

switch: Switch2

vl an: 1

port: 17

stp-state: For war di ng

rol e: Desi gnat ed

sel ected-rol e: Desi gnat ed

state: agreed, | earn, | earni ng, f orward, f orwar di ng, sel ect ed, send-

rstp, synced, onli ne, requested-online
designated-priority: 32769-66: 0e: 94: 38: 39: 80, 100, 32769- 66: Oe: 94: b7: 65: 91, 32785

port-priority: 32769-66: Oe: 94: 38: 39: 80, 100, 32769- 66: Oe: 94: b7: 65: 91, 32785
nessage-priority: 0- 00: 00: 00: 00: 00: 00, 0, 0- 00: 00: 00: 00: 00: 00, O

info-is: m ne

hello-timer: 2

root-guard-timer: 0

smtabl e-bits: Oxf aedee

smtabl e: pr x=di scar d*, bdnrnot - edge*, pt x=i dl e*, pi m=current*, prt-

di sabl ed=di sabl e*, prt-root=root*, prt-desg=desi gnhated*, prt-alt-
bk=bl ock*, pst =f or war di ng*, t cnFacti ve*
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Configuring Auto-Recovery of a Disabled Port

Netvisor ONE automatically disables physical ports due to certain violations. For
example, if a port receives BPDU messages on an edge port, Netvisor ONE disables the
port because receiving BPDUs on a edge port becomes a security violation. This
happens because the edge port is configured for BPDU guard for the violation to take
effect.

The port may be disabled due to the following errors:

e BPDU Guard Messages: The portissettoerr - di sabl ed whenaBPDU is received
on an edge port with BPDU guard enabled.

e Link Flaps: There are too many link flaps for a configured interval of time.

e MAC address Security Violation: The number of MAC addresses on an interface is

greater than the configured limit.

To clear the counters for err-disable caused by BPDU guard and MAC security, use the
following command:

CLI (network-adm n@eafl) > err-disable-clear-counters

Resets err-disable counters for all the

err-di sabl e-cl ear-counters ports on the switch.

Specify any of the following options:

Specify if BPDU guard counters are to be

bpduguar d| no- bpduguard cleared.

Specify if MAC security counters are to

macsecurity| no- macsecurity be cleared

Specify the recovery timer value. The
default timer value is 5 minutes.
Example: 20s or 1d or 10d20m3h15s

recovery-tinmer duration:
#d#h#mits

To configure BPDU guard or MAC security on a switch, use the command:

CLI (network-adm n@eafl) > err-disable-nodify

Modifies the er r - di sabl e settings for

err-di sabl e- nodi fy the switch.
Specify any of the following options:

Specify either of the options to enable or
disable BPDU guard.

Specify either of the options to enable or
disable MAC security.

bpduguar d| no- bpduguar d

macsecurity| no- macsecurity

recovery-tinmer duration: Specify the recovery time value. The
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default timer value is 5 minutes.
Fd#h#mts Example: 20s or 1d or 10d20m3h15s

To view the error recovery settings on a switch, use theerr - di sabl e- show
command. For example:

CLI (network-adm n@eafl) > err-disable-show
switch: Leafl

bpduguard: off

macsecurity: off

recovery-tiner: 5m
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Configuring STP Root Guard

The Root Guard feature is used to enforce the positioning/placement of root bridge in a
network. In STP, there is no provision to have full control on the selection of the root
bridge or switch. Any switch can be selected as the root bridge. If the bridge priority is
set to O, that switch is likely to become the root bridge. However, even with this
configuration, there is no guarantee since there can be another switch with priority O and
alower MAC address that gets selected as root bridge.

The Root Guard feature forces a port to be a designated port (and does not allow it to
become root port). This prevents any one of the neighboring switches from becoming
the root switch. Thus, the Root Guard feature provides a way to enforce the placement
or positioning of the root bridge in the network.

If a port on which the Root Guard feature is enabled receives a superior BPDU, it moves
the port into a root-inconsistent state (similar to a listening state). In this state, no traffic
is forwarded across this port. Root Guard must be enabled on all ports where the root
bridge should not appear.

To configure root guard, use the command:

CLI (network-adm n@eafl) > stp-port-nodify port port-Ilist
r oot - guard

st p- port - nodi fy Modify the Spanning Tree Protocol

Parameters.
port port-1list Specify the port or port list.
Specify one or nore of the
follow ng options:
bl ock]| no- bl ock Specify if a STP port blocks BPDUs.
bpdu- guar d| no- bpdu- guard Enable or disable STP port BPDU guard.
r oot - guar d| no-root -guard Enable or disable STP port Root guard.

To view the root guard configuration details, use the command:

CLI (network-adm n@eafl) > stp-port-show
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Configuring Fabric Guard

Currently, Netvisor ONE detects a Layer 2 loop using STP, LLDP, or loop detect code.
However if a third party device connected to a Pluribus Networks switch consumes
LLDP such as a hypervisor vSwitch, and you configure the port as an edge port, Netvisor
ONE cannot detect loops in the network.

If you configure a port as fabric-guard port, Netvisor ONE triggers sending global
discovery multicast packets on this port after the port is physically up and in an
adjacency wait state. If a port with fabric-guard configuration receives a global discovery
packet, Netvisor ONE disables the port in the same way LLDP disables the port when
receiving messages from the same switch.

To enable fabric guard, use the following syntax:

CLI (network-adm n@eafl) > port-config-nodify port port-
nunber fabric-guard

To disable fabric guard, use the following syntax:

CLI (network-adm n@eafl) > port-config-nodify port port-
nunber no-fabric-guard

In order to re-enable the port once you fix the loop, you must manually enable the port
using the command, port-confi g-nodi fy port port-nunber enable.
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Configuring Layer 2 Static Multicast Groups

The traffic addressed to a multicast group is confined to the ports in the group, which
prevents flooding of traffic on all the ports. Hosts join multicast groups either by sending
an unsolicited IGMP join message or by sending an IGMP join message in response to a
general query from a multicast router (the switch forwards general queries from
multicast routers to all ports in a VLAN). When you specify group membership for a
multicast group address statically, the static setting supersedes any IGMP snooping
learning. Hence, static multicast groups can prevent L2 multicast flooding, if the hosts
do not implement the desired IGMP mechanism to restrict the traffic to certain ports, or
if IGMP snooping is disabled.

To create an L2 static multicast group, use the command:

CLI  (network-adm n@eafl) > |2-static-nulticast-group-create

| 2-static-nmulticast-group-

Create a Layer 2 static multicast group.
create

Specify a MAC address for the

- - add ;
group-fac mc-address multicast group.

Specify a VLAN ID for the multicast
group.

vlian vlan-id

Specify a list of ports for the multicast

orts port-1list
P P group.

For example, to create an L2 static multicast group for the MAC address
01:00:5e:71:00:12, VLAN 25, and ports 30-35, use the following syntax:

CLI (network-admin@eafl) > |2-static-multicast-group-create
group-mac 01: 00: 5e: 7f: 00: 12 vlan 25 ports 30-35

To add ports to a preconfigured multicast group, use the command:

CLI  (network-adm n@eafl) > |2-static-nulticast-group-port-add

| 2-static-nul ticast-group- Add ports to a L2 static multicast
port -add group.

Specify a MAC address for the

group- mac nec- addr ess multicast group.

vnet vnet-nane Specify a vNET for the multicast group.

Specify a bridge domain for the

bd bri dge- domai n- nane .
multicast group.

Specify a VLAN ID for the multicast
group.

vlan vlan-id
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swi tch sw tch-nane Specify the name of the switch.

ports port-1list Specify a list of ports.

For example, to add port 36 to the multicast group created above, use the command:

CLI  (network-adm n@eafl) > |2-static-nulticast-group-port-add
group-mac 01:00: 5e: 7f: 00: 12 vlan 25 ports 36

To view the configuration, use the command:

CLI (network-adm n@eafl) > |2-static-nulticast-group-show
switch group-nmac vnet bd vlan ports

| eaf 1 01: 00: 5e: 7f: 00: 12 25 30- 36

To remove port 36 from the multicast group, use the command:

CLI (network-adm n@eafl) > |2-static-nmulticast-group-port-
renove group-mac 01:00: 5e: 7f: 00: 12 vlian 25 ports 36

To view the updated configuration, use the command:

CLI (network-adm n@eafl) > |2-static-nulticast-group-show
switch group-nmac vnet bd vlan ports

| eaf 1 01:00: 5e: 7f: 00: 12 25 30-35

To delete the L2 static multicast group, use the command:

CLI (network-adm n@eafl) > |2-static-nulticast-group-delete
group-mac 01:00: 5e: 7f:00: 12 vlan 25
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Configuring Hardware Batch Move in Layer 2 Table

Note: This feature is useful in deployments with scaled-up regular VLANSs, where the
configuration has a lot of VLANs or MACs on a given VLAG. This feature is disabled by
default on Netvsior ONE.

The Netvsior ONE version 6.0.1 release provides support for hardware batch move
mechanism to accelerate the MAC programming in Layer 2 table in a switch.

You can enable the hardware batch move feature by using the bat ch- nove- nac- hw
group-for-vl an-onl y optioninthe system setti ngs- nodi fy command. If
enabled, this feature uses an internal switch specific construct called portgroups to
identify and move the MACs between a vLAG and Cluster communication ports when
the VLAG comes up or goes down in a VLAN network.

Caution: You must enable this feature only for scaled-up VLAN or MAC environments.

When disabled (this feature is disabled by default), the MAC move mechanism uses the
conventional software batch move process, which has an acceptable level of traffic loss
during the MAC move processina VLAN or VLAN-VXLAN network. The software batch
move feature supports hybrid mechanism (that is, software batch move in VLAN
network, VXLAN network, and VLAN-VXLAN network) that can accelerate the MAC
programming in Layer 2 table of an underlying switch.

To elaborate, when the hardware batch move feature is enabled or disabled:

For VLAN only networks - uses the Hardware batch move feature if enabled.
For regular VXLAN only configurations - uses the Software batch feature.
For a combination of regular VLAN and VXLAN- VLAN network - uses hybrid method.

That s, regular VLAN network uses hardware batch move if the feature is enabled.
The VXLAN-VLAN network uses software batch move.

e When the hardware batch move feature is disabled, both regular VLAN and VXLAN-
VLAN network uses the software batch move as the default option.

To configure the hardware batch move, use the syst em set ti ngs- nodi fy
command with the bat ch- nove- mac- hw gr oup-f or - vl an- onl y command
option.

Note: When you enable the feature, you must reboot the switch for the changes to
take effect.

To enable the hardware batch move feature:

CLI (network-adm n@w tchl) > systemsettings-nodify bat ch-
nmove- mac- hw gr oup-f or - vl an- onl y| no- bat ch- nove- mac- hw gr oup-
for-vlan-only
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Use this command to modify the system

system settings-modify settings on a switch.

bat ch- nove- mac- hw gr oup-f or - Specify to enable or disable the HW
vl an- onl y| no- bat ch- nove- mac- batch move for MAC by group for VLAN
hw gr oup-for-vl an-only network only.

To verify if the hardware batch move is enabled or not on a switch, use the command:
CLI  (network-adm n@w tchl) > systemsettings-show

An example to enable the hardware batch move feature and view the details is provided
below:

CLI (network-adm n@w tchl*) > systemsettings-show fornat
bat ch- nove- mac- hw gr oup-f or-vl an-onl y,

bat ch- nove- mac- hw group-for-vl an-only: of f

CLI (network-adm n@w tchl*) > systemsettings-nodify batch-
nove- mac- hw group-for-vl an-only

Modi fied settings require a REBOOT to take effect.

CLI (network-adm n@ham col 0o-1*) > sw tch-reboot

CLI  (network-adm n@ham col o-1*) > systemsettings-show format
bat ch- nove- mac- hw gr oup-for-vl an-only,

bat ch- nove- nac- hw gr oup-for-vl an-onl y: on

Note: This feature is available on all platforms except AS7816-64X (F9664-C) and
79264 platforms.
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Configuring Excessive MAC or IP Move Protection

Excessive MAC or IP moves necessitate numerous updates to vPort and Layer 3 tables
over a short interval, which result in high CPU and disk utilization among other network
problems. A MAC move is detected when two devices send the same MAC address on
different interfaces on the same switch, or on different switches in a fabric with the
same VLAN. An IP move is observed when an IP address oscillates between two MAC
addresses.

Netvisor ONE version 6.0.1 offers protection against excessive MAC or IP moves by
quarantining vPort and L3 entries, that is, by not updating the entries until MAC or IP
move condition is resolved. When you enable the protection feature, if more than five IP
moves or MAC moves are detected within an interval of 5s, Netvisor ONE performs the
following:

e Updatesthe excess- mac- nove- det ect edorexcess-i p- nove- det ect ed
flags
e lLogsexcess _NAC_Mnove orexcess i p_nove message.

While sending the vPort or Layer 3 updates to other fabric nodes, the software skips the
entries that have an excess move flag set, and thereby avoids sending a large number of
updates.

The software then monitors the quarantined entries and if no MAC or IP moves are

detected for a duration of 15s, Netvisor ONE performs the following:

e Clears the excess- mac- nove- det ect edorexcess-i p- nove- det ect ed
flags.

e Logscl ear _excess _mac_noveorcl ear _excess_i p_nbve message.

Netvisor ONE can also protect the CPU from excessive traffic related to MAC or IP
moves by regulating the punt rate of associated CoS (Class of Service) queues. MAC
moves and IP moves are punted to the CPU from the smac-miss queue and the arp
queue respectively. When excessive MAC or IP moves are detected, and if CPU
utilization is above 70 percent, the software can limit the punt rate from smac-miss or
arp queues by 50 percent.

To configure CoS queue protection, you must first enable extended queue setting by
using the command:

CLI (network-adm n@w tchl) > systemsettings-nodify cpu-
cl ass-enabl e

Usethevport -settings- nmodi f y command to configure MAC and IP move
protection. These protection schemes are disabled by default.

CLI  (network-adm n@w tchl) > vport-settings-nodify
vport-settings-nodify Modify vPort settings.

Specify one or more of the following options:

vport -di sk-space vport-disk- Specify the amount of disk space for
space- nunber vPorts. The default is 500M.
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stats-max-menory st at s- nax-
menor y- nunber

st at s-1 0g- enabl e|
stats-1 og-di sabl e

stats-log-interval duration:

#d#h#més

stats-1o0g-di sk-space di sk-

space- nunber

system st at s-1 0og- enabl e|
system st at s-1 og-
di sabl e

system st at s-1 og-

i nterval duration: #d#h#nm#s

system st at s-1 og- di sk-
space di sk-space- nunber

excess- mac- nove- pr ot ecti on-
enabl e| no- excess- nac- nove-
prot ecti on-enabl e

excess- mac- nove- queue-
pr ot ect | no- excess- nmac- nove-
queue- pr ot ect

excess-i p- nove- prot ecti on-
enabl e| no- excess-i p- nbve-
prot ecti on-enabl e

excess-i p- nove- queue- prot ect |
Nno- excess-i p- nove- queue-
pr ot ect

n NETWORKS

Specify the maximum memory for
collecting vPort information. The default
memory is 50M.

Specify if you want to enable or disable
logs for vPort statistics. Enabled by
default.

Specify the interval between logging
events. The default is one minute.

Specif